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1 Introduction

Much research in the social sciences involves the study of rates: how frequently people act in

certain ways or experience certain events. Indeed, individual count data is found in datasets

relevant to a variety of fields, including economic consumption (BHPS; CES; SCA; PSID), health

(NHIS), media (BMCS), and crime (BRFSS), among others (see the reference list for the full names

of these datasets). In particular, the example used in this work relates to the study of payment

instrument use among consumers.

A researcher often has a choice of how to collect such count data from sampled individuals.

In this work, we juxtapose two modes of data collection: “live” data collection, in which events

are recorded as they occur, and recall surveys, in which respondents provide a retrospective

event count for a pre-specified period of time. Live data collection can take many different

forms, but perhaps the most common is the behavioral diary, in which respondents track daily

events as they happen. From this point on, we focus primarily on diary data, though the ideas

in this work apply to other forms of live data collection.

The appeal of the recall survey directly relates to its logistical advantages. As opposed to a

recall query, diaries are generally more difficult to implement and demand a greater respondent

burden, leading to a higher cost per respondent. Beyond that, diary fatigue, in which respon-

dents’ motivation wanes as the length of the observation period increases, suggests limiting the

length of diary measurement periods to maintain suitable data quality (Ahmed et al. 2010; Jonker

and Kosse 2009; Silberstein and Scott 1991; Schmidt 2011). As an example, most consumer pay-

ment diaries organized by Central Banks last from a day (Netherlands) to three days (United

States and Canada) to a week (Germany, France, Austria, and Australia). On the other hand,

months (used in the CES) and years (used in the PSID and the SCA) have all been used in recall

surveys. The difference in cost can be such that, within a fixed budget, a recall survey collects

data from more individuals and for longer observation periods than a diary.

Unfortunately, recalled count data are notoriously subject to error. Both omission and tele-

scoping, wrongly counting events that occurred outside the period in question, have been doc-

umented in past studies (Bound et al. 2001; Groves 1989; Neter and Waksberg 1964). In fact,

research suggests that the dependability of recall is governed by a complex cognitive process
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(see Rockwood (2015) for an overview). In general, accuracy of recall is linked to saliency, a

somewhat nebulous concept relating to the frequency, regularity, and impact of the event in

question. Social desirability has also been shown to lead to over-reporting of seemingly com-

mendable activities, such as exercising, and under-reporting of negatively-perceived behavior,

such as drug use (Shephard 2003; Tourangeau and Yan 2007).

Of course, diary data is not immune to inaccuracies. Much like longitudinal studies, diaries

are subject to attrition and the aforementioned diary fatigue, which can introduce nonignorable

response bias when the loss of data is linked to the behavior of interest (Groves et al. 2001;

Thomas et al. 2016). Some multi-day diaries, such as the Consumer Expenditure Survey, observe

significant data entry at the end of the observation period, thus nudging it in the direction of

recall and jeopardizing quality (Silberstein and Scott 1991; Crossley and Winter 2014). Finally,

it has been hypothesized that the act of recording one’s behavior itself may result in unusual

behavior on the part of the individual, although there has been no conclusive evidence to verify

this hypothesis (Kemsley and Nicholson 1960; McKenzie 1983).

The attributes of each survey mode have implications on the quality of inference, introducing

potential tradeoffs between bias and variance. In this paper, we consider the possible benefits

of a hybrid design that combines diary and recall data. To do so, we assume that a diary likely

represents a higher standard of data than a recall survey, which we reduce to an assumption

that diary counts are accurate and recalled counts are potentially inaccurate and systematically

biased. This general notion is supported by research on topics as diverse as reporting food

consumption (Brzozowski et al. 2017), hospital visits (Clarke et al. 2008), exercise (Nusser et al.

2012), household chores (Marini and Shelton 1993), and job-related accidents (Andersen and

Mikkelsen 2008). Moreover, the quality of diary data is likely to generally improve with the

increased implementation of new technology that makes mobile tracking and data entry easier

and more reliable(Anderson et al. 2016; Chatzitheochari et al. 2018; Greaves et al. 2015; Siemieni-

ako 2017). As a result, we believe the ideas in this work have the potential to benefit research in

many fields.

We begin by specifying the research problem and developing a general framework of analysis

in Section 2. Section 3 uses a case study to show how inference based on different modes can

lead to different results. The methodology of assimilating the two data modes is developed in
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Section 4, and a simulation study is used to determine the extent of the potential gains and how

they can be practically factored into survey design. Finally, we discuss the general findings and

the implications for survey design in Section 6.

2 Framework

Although the example in this work relates to research on the frequency of payment instrument

use, the ideas are relevant to any study of how often individuals experience certain events. No

matter the discipline, the unifying framework is a population of individuals, indexed by the

subscript i, with associated rates, µi. Each rate, µi, defines the expected number of events experi-

enced by individual i for a chosen reference period. It is assumed that µi ∼ F (θ) for some family

of distributions, F (·), and a set of parameters, θ. The researcher is interested in estimating θ for

a particular F (·).

Information about µi comes from collected count data corresponding to a measurement pe-

riod of length `. A common assumption is that the reported counts follow a Poisson distribution

with parameter defined in part by µi. The assumed distributions for the observed count data

and the rates combine to form a hierarchical model that can be used to estimate θ.

2.1 Diary vs. Recall

One measure of the information collected in a dataset of counts is the total length of time ob-

served, generally a number of days. There are two dimensions to this; the number of respon-

dents in the sample, N , and the number of days of observation for each individual `, so that a

total of N` days are observed. In diaries, ` corresponds to the number of days of tracking, while

in a recall survey, it represents the length of the recall period.

As a simple, illustrative example, consider the case of a homogeneous Poisson point process

with daily rate µi, so that individual i’s reported count for ` days is Ci ∼ Poisson(`µi). Then,

for a given sample of size N , a natural estimate of the mean population rate is 1
N`

∑N
i=1Ci. If

sampling of individuals is appropriately representative, the bias of this estimate is zero, and the

mean-squared error reduces to N−1
(

Var(µi) + E(µi)
`

)
.
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As expected, an increase in the sample size results in a lower mean-squared error, as does a

lengthening of the recall period, though the latter does so with a non-zero lower bound. Deter-

mining N and ` to minimize mean-squared error within a fixed budget depends not only on the

first two moments of the rate distribution, but on the relative costs of increasing the sample size

versus extending the measurement period. A data product that combines a greater sample size

and a longer measurement period, such as a recall survey, is clearly preferable if bias is not a

concern. However, the nature of the recall bias is generally unknown, making the diary a safer,

though less precise, option, and thus presenting the researcher with a dilemma regarding survey

mode.

2.2 Evaluating Survey Design

A necessary component of this study is evaluating survey designs, which we do through the av-

erage quality of inference associated with data generated via said survey design. More formally,

let S represent a set of specifications and instructions for generating a dataset, including sample

size, recruitment methodology, questionnaire design, and any other aspects that affect the nature

of the data or how it is analyzed. We let datak(S) represent a random dataset drawn according

to the specifications defined by S , with the subscript k indexing unique, independently drawn

datasets. Adopting a Bayesian paradigm, the data are used to generate a posterior estimate for

θ, which we label θk(S). The model and methodology used to estimate the posterior distribution

are incorporated into S.

A simple measure of how well the posterior distribution estimates any parameter θ ∈ θ is the

mean-squared error:

MSE(θk(S)) = E [θk(S)− θ]2 .

In the simulations found in this paper, we consider a special case where datak(S) ⊂ datak(S ′).

Then, the ratio of mean-squared errors,

Φk(θ | S → S ′) =
MSE(θk(S))

MSE(θk(S ′))
, (1)
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measures the benefit in efficiency of the new data in S ′. The average of (1) with respect to the

distribution of possible datasets under sampling schemes S and S ′,

Φ(θ | S → S ′) = lim
K→∞

1

K

K∑
k=1

Φk(θ | S → S ′).

quantifies the added value of the additional information in S ′ relative to that in S. The closer

that Φ(θ | S,S ′) is to zero, the larger fraction of information about the parameters is featured in

the added data. Additionally, an identity such as Φ(θ | S → S ′) < Φ(θ | S → S ′′) suggests that

the survey design S ′ is preferable to S ′′.

3 Case Study: Frequency of Payment Instrument Use

Before turning to the simulation, we consider a case study using data from different survey

designs to infer the frequency of payment instrument use of cash, credit cards, debit cards, and

checks among likely adopters of each payment instrument. The restriction to likely adopters

is made to avoid more complex models that must accommodate bimodal distributions due to

reported zeros by nonadopters.

For each payment instrument, there are five datasets. One is extracted from the 2012 Diary of

Consumer Payment Choice (DCPC), a three-day diary of all payment activity. The other four are

recall-based data specific to each payment instrument for recall periods of a day, week, month,

and a year, from RAND survey “Well Being 199”, which we dub the 2011-2012 Recall Survey.

Both datasets were collected from members of RAND’s American Life Panel (ALP), the details

of which can be found at www.RAND.org/ALP. Each dataset is a reasonable representation of what

a researcher studying such questions might have available, and there is no prior reason to think

they should not be used to make inferences. Despite this, we find that estimates based on all five

data constructs yield significantly different results.

As the case study is primarily an illustrative example of survey mode effects, the exposition

is deliberately concise and is organized as follows. Section 3.1 introduces the general model of

payment behavior that informs all later analysis. A brief summary of the data source and the

likelihoods used in diary-based and recall-based estimation are given in Section 3.2 and Section
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3.3, respectively. Finally, we provide details of parameter estimation and discuss the results in

Section 3.4.

3.1 Model

The most basic unit of observation is the number of payments made by individual i on any given

day t, which we model as

Cit ∼ Poisson(µit), (2)

where µit can be decomposed into an individual-specific rate and an effect corresponding to the

day of the week of day t. Thus, we let

dow(t) =



1 t is a Sunday

2 t is a Monday
...

...

7 t is a Saturday,

so that

log(µit) = log(µi) + λdow(t). (3)

We further enforce that
∑7

d=1 eλd = 1, so that µi represents a weekly rate. Figure 1 shows the

daily sample averages and spreads for the 35 days in 2012 for which DCPC data are collected.

Except for a jump in check use on the first and, to a lesser extent, the last day of the month,

Figure 1 suggests that a large part of temporal variation in daily behavior can be attributed to

day-of-week effects. For check use, this is predominantly defined by less use on Saturday and

Sunday. Cash, credit cards, and debit cards, on the other hand, show greater overall use on

Friday and Saturday.

In practice, temporal patterns are almost certain to be more complicated and heterogeneous.

Nevertheless, the weekly cycle seems to represent a decent approximation to a complex reality

6



for some period of time surrounding the dates of observation. Even this approximation may not

apply to different time periods due to seasonal trends that have systematic impacts on individ-

uals’ payment behavior.

The weekly rates, µi, are assumed to have the following distribution

log(µi) = µ+ α1age(i) + α2edu(i) + α3inc(i) + εi (4)

εi ∼ Normal(0, σ2),

where age, edu, inc describe the age, education level, and household income of individual i.

All three are treated as numerical variables, and the education and household income levels

associated with each numeric value are shown in Appendix A.

3.2 Estimation Based on Diary Data

3.2.1 Diary Data: Source

The 2012 DCPC invited 2,505 individuals from the ALP to record various aspects of their pay-

ment behavior for three consecutive days randomly assigned between September 30th and Novem-

ber 2nd. Over the three days, respondents track and record details of all of their personal financial

transactions, including payments. Diary respondents are asked to enter information about their

daily transactions in an online module at the end of each day of participation. To help keep track

of transactions, respondents are mailed and encouraged to use two paper memory aids and a

pouch in which they can keep receipts. Almost 90 percent of respondents enter data within 24

hours of the diary day for which they are reporting, and over 95 percent do so within 3 days.

Even if recall is used, the diary respondent benefits from prior knowledge that transactions are

to be reported as well as a relatively short gap between the transaction and it’s recording.

3.2.2 Diary Data: Pre-Processing

The number of purchases made with each payment instrument on each day can be extracted

from the 2012 DCPC data. Because general purchases and bills are reported in separate modules,

it is possible to enter a bill payment once in each. Thus, we only count once entries in the bill
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and general purchase modules that share the same payment instrument, amount of payment,

and merchant for a given individual and day of reporting. The result for each individual is a

triplet of daily number of purchases, Di = {Diti1 , Diti2 , Diti3}, corresponding to the three days of

participation, tij , j = 1, 2, 3.

Likely payment instrument adopters are identified with the help of the 2012 Survey of Con-

sumer Payment Choice (SCPC), a second payments survey with high overlap with the DCPC,

which directly asks about ownership and use within the past year of various payment instru-

ments. In 2012, 2,348 of the diarists also participated in the SCPC. Respondents are classified as

likely adopters if they report at least one use of the payment instrument in the diary or if they

claimed adoption in the SCPC. The final number of likely adopters within the 2012 DCPC are

2,467 for cash. 1,857 for credit card, 2,075 for debit card, and 2,146 for check.

3.2.3 Diary Data: Likelihood

Mirroring the model developed in Section 3.1, we assume Dit ∼ Poisson(µit) with the mean

µit decomposed as in (3). The data likelihood function assumes not only independence across

respondents but also a conditional independence between an individual’s daily counts given

{µit}:

Prob ({Di} | {µit}) =
∏
i

3∏
j=1

Prob
(
Ditij | µit

)
. (5)

3.3 Estimation Based on Recall Data

3.3.1 Recall Data: Source

The 2011-2012 Payment Recall Survey is an effort led by RAND to study the quality of recall via

five online surveys administered every three months between July 2011 and September 2012 to

a starting field of 3,516 ALP panelists. In each survey, respondents recall the number and total

dollar value of payments made with each of the four payment instruments for four different

recall periods: day (` = 1), week (` = 7), month (` = 31), and year (` = 365). Across surveys, the

framework of recall would vary, alternatively asking for a specific period of time and a “typical”
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period of time. A more detailed description of the full data can be found in Angrisani et al.

(2014), but we focus on the subset of 1,285 respondents who provided the number of uses of

each payment instrument for specific recall periods corresponding from July to September of

2012.

Figure 2, which shows the dates of the recall survey and the first day of the diary for the

715 individuals who were featured in both, offers a representative view of participation dates.

Although all surveys are emailed on the 15th of each month, respondents can take the survey

whenever they want. The specific recall periods are assigned at the commencement of the survey,

so the reported values are relative to the day on which the survey was taken rather than to

the day the survey link was emailed. Daily recall is asked for a randomly selected day in the

week prior to the survey, an effective way to ensure uniform observations across the days of the

week. Longer recall periods directly precede the recall survey. Recall is done for each payment

instrument sequentially, with the order of the instruments chosen at random. In addition, for

each payment instrument the order of the daily, weekly, and monthly periods is randomized,

with the yearly period always coming last.

3.3.2 Recall Data: Pre-Processing

In the case of recall data, likely adopters are defined as anyone who claims to be an adopter in

the 2012 SCPC (977 recall survey respondents participated in the 2012 SCPC), anyone who made

a payment in the 2012 DCPC, or, for the 289 who did not participate in either, reported making

payments for at least one recall period in the recall survey. A necessary part of using the recall

data for estimation is addressing highly unlikely response numbers in the right tail that are likely

to affect parameter estimates. In this analysis, we adopt the approach of limiting estimation to

those responses below some threshold. Specifically, let µmax be the supposed maximum weekly

rate, so that the number of payments in a period of ` days is approximated by Poisson
(
`
7
µmax

)
.

For each recall period, `, we take the 95th quantile and discard all responses over this threshold.

Table 2 shows the thresholds, the number of likely adopters, and the number of observations

above the threshold for each payment instrument and each recall period.
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3.3.3 Recall Data: Likelihoods

Letting {Ri`} be the set of recall responses for period length `, we assume independence across

individuals withRi` | µ∗i` ∼ Poisson(µ∗i`), where the asterisk identifies parameters associated with

recall. By estimating θ from each recall period separately, we ignore any dependence between

reported numbers for different recall periods, potentially caused by having a reported count for

one period anchor those for subsequent periods (Means et al. 1989; Sudman et al. 1996). How-

ever, such dependencies, if anything, suggest there should be more consistency in the estimated

rates across recall periods than if anchoring were avoided.

3.3.3.1 Daily Recall Because it seems plausible that the survey lag in daily recall affects the

quality of recall (Sudman and Bradburn 1973), we incorporate its potential effect into the daily

count model given in (3). We define lag(i) = 0, . . . , 6 as the number of days between the recall

survey and the day in question, with lag(i) = 0 indicating that the day of the recall survey

directly the follows the day for which counts are requested. The reported count for assigned day

si1 is assumed to have mean defined by

log(µ∗i1) = log(µi) + λdow(si1) + γlag(i). (6)

The model in (6) assumes that reported recall corresponds to the true behavior when the survey

lag is zero and that the effect of the survey lag effect is monotonic. While more complicated

dynamics may be more realistic, it is counterintuitive that they are non-monotonic or that greater

accuracy comes from a longer survey lag.

3.3.3.2 Weekly/Monthly/Yearly Recall For longer recall periods the survey lag is zero, and

we define the Poisson mean by

log(µ∗i`) = log(µi) + log

(
`

7

)
. (7)

In the case of monthly and yearly recall, the form in (7) is an approximation of the true rate. Let

si` be the start of the recall period and ei` = si` + ` the end of the recall period. Then, assuming
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conditional independence across daily counts within an individual given individual rates, the

mean number of payments for individual i’s recall period is given by the sum of the relevant

daily means:

µ∗i` =

ei∑̀
t=si`

µit = µi

7∑
d=1

eλdki`(d),

where ki`(d) represents the number of times day-of-week d appears in individual i’s `-day recall

period. For weekly recall, ki7(d) = 1 for all d, which combines with the restriction
∑7

d=1 eλd = 1

to yield µ∗i7 = µi, as implied by (7). In any 31 day period, kt(i, `) will be 4 for four consecutive

days and 5 for three consecutive days, instead of the 4.42 of each implied by the approximation.

Based on the estimates of daily effects from the diary data, the percent difference between the

smoothed approximation and the true rate is no more than 0.9 percent for cash, credit, and debit,

and no more than 1.4 percent for check, where day-of-week effects are more pronounced. In any

365-day period, kt(i, `) will be 52 for six days and 53 for one day, meaning the maximum percent

difference between approximated mean and the true mean is less than 0.1 percent for all payment

instruments. Conceptually, the simplification in (7) mirrors the cognitive recall process for longer

periods, in which the episodic recall and enumeration used for shorter periods (Bradburn et al.

1987; Strube 1987) is replaced by rate-based approximation (Blair and Burton 1986; Eisenhower

et al. 1991; Menon 1994).

3.4 Parameter Estimation

3.4.1 Estimation Details

To ease interpretation of parameters, all three demographic variables are centered and standard-

ized by dividing by twice the standard deviation of the observed values in the sample of all

diarists, as advocated by Gelman (2008). The priors taken for the primary parameters of interest,
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θ = {µ, α1, α2, α3, σ} are

µ ∼ Normal(0, 2)

αs ∼ Normal(0, 1), s = 1, . . . , 3 (8)

σ ∼ Exp(1).

For analysis that involves accounting for day-of-week effects, namely the diary data and the

daily recall, parameter estimation is simpler without a restriction on the sum of day-of-week

effects. In that case, the weekly rate is not represented by µi, but must be calculated by summing

over the daily rates:
∑7

d=1 µie
λd . For the day-of-week effects, we assume a prior of

λd ∼ Normal(0, 2), d = 1, . . . , 7. (9)

The daily recall model, given in (6), also estimates the survey lag effect, for which we use the

prior

γ ∼ Normal(0, 2).

All models are fit with R-STAN, using 4 chains and 3,000 iterations for each chain with a

burn-in period of 1,500 iterations of the MCMC algorithm. To estimate posterior distributions

for each parameter, we thin by drawing every 10th iteration, thus ending up with 600 posterior

draws. Diagnostics of the MCMC suggest proper performance. The Gelman-Rubin convergence

statistic, R̂, is near 1 for all parameters, suggesting convergence of the chains (Gelman and Rubin

1992). In addition, trace plots for each chain suggest good mixing and stationarity, and posterior

means are very similar to those when the model is estimated with glmer.

3.4.2 Results

In comparing the estimated dynamics based on different data sources, we focus on the demo-

graphic means. These are characterized by the slopes in (5), αs, as well as the base mean, which

defines the expected value for an individual with standardized demographic values of zero. For
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a Log-Normal distribution, this base mean is given by E [µi | demoi] = µ + σ2

2
with respect to

parameters defined in (5). Figure 3 shows means and 95 percent credible intervals for each of

the four parameters based on the five data sources.

The diary results show some interesting results regarding how demographics affect payment

instrument use. Credit cards are used more frequently with increasing age, though it seems that

higher income and education levels are the greater driving force behind use. Conversely, check

use is primarily driven by age, with older individuals using checks more frequently. Debit card

use decreases with age, and there is generally more homogeneity across social strata. Finally, the

use of cash is generally steady across demographic groups.

In comparing the recall-based estimates to those based on the diary, perhaps the most obvi-

ous finding is that the base mean is poorly estimated by all four recall surveys. Estimates based

on daily recall are especially poor, even when accounting for the effect of survey lag, which has

a minor impact: posterior means range from −0.04 to 0.02 and posterior standard deviations

ranging from 0.03 (cash) to 0.06 (check). Except in the case of cash, the base means are consis-

tently overestimated in the recall surveys. This phenomenon is consistent with findings in other

fields that show that recalled data often over-estimate diary-based estimates (Ahmed et al. 2010;

Clarke et al. 2008; Nusser et al. 2012).

On the other hand, the three longer recall periods do reasonably well at estimating the

marginal demographic effects. Of the 12 slopes estimated, the credible intervals based on re-

call data overlap with the diary interval all but once each for monthly and yearly recall and in

all cases for weekly recall. For daily recall, there is overlap in only eight cases. Subsequently,

the posterior mean based on recall falls within the diary-based interval six to eight times for the

longer recall periods and only three times for daily recall.

Comparisons between the diary and recall data are not perfect. Some fraction of the discrep-

ancies in the findings can be attributed to seasonal differences between observation periods or

the methodology used to define likely adopters or clean the data, but these seem unlikely to

fully explain the observed inconsistencies. Thus, if one assumes the diary as accurate, it follows

that recall data yields fundamentally incorrect inferences about population dynamics, most no-

tably regarding the baseline number of weekly payments. Moreover, different recall periods

yield the most accurate results for different payment instruments. Although we are unaware
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of other analyses comparing diary and recalled payments data specifically, the observed incon-

sistency across recall periods is to be expected based on more general research on consumption

(Ahmed et al. 2010; Deaton and Grosh 2000; Hurd and Rohwedder 2009; NSSO Expert Group on

Sampling Errors 2003).

4 Alternative Survey Design: Simulation Study

In this section, we use a simulation framework to study the potential benefits of a survey design

in which diary data, assumed to be unbiased, is supplemented with possibly erroneous recall

survey data. The basic methodology is to directly model and estimate the discrepancy between

diary and recall rates within the process of estimating θ. The hope is that, although potentially

inaccurate, the recall data contains enough information about true rates to outweigh the value

of replaced diaries. After conducting a simple simulation, we discuss how our results can be

applied to improve efficiency of surveys in practice.

4.1 Simulation

We consider a simulation framework similar to that of the case study. Thus, weekly means are

defined by the following identities:

log(µi) = µ+ αXi + εi

Xi ∼ Normal(0, 1) (10)

εi ∼ Normal(0, σ2).

A hypothetical researcher is interested in estimating θ = {µ, α, σ}. One option is to field a 3-day

diary, in which the reported numbers follow the same distribution as the truth:

Di | µi ∼ Poisson

(
3

7
µi

)
. (11)
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Alternatively, the researcher can rely on recall for the past month (31 days) which is potentially

associated with recall error:

Ri | µ∗i ∼ Poisson

(
31

7
µ∗i

)
µ∗i | µi, µe, σe ∼ LogNormal(µi + µe, σ

2
e). (12)

The nuisance parameters are µe, σe, with the former identifying a systematic bias, a tendency to

either over- or underestimate, and the latter defining how correlated the recall rate is to the real

rate, µi. Specifically, when σe is small, µ∗i is close to µi + µe, with larger values of σe allowing

greater deviations from µi + µe.

We consider simulations for eight different scenarios defined by two different models of the

truth and four different models for recall error, the details of which are specified in left-most

table in Table 3. With respect to true behavior, Model 1 is roughly based on the parameters

corresponding to cash use, while Model 2 is based on those of check use. The average weekly

rate for the former is about 3.1 with a standard deviation of 1.73, and over a three-day diary

period, fewer than 1 percent of respondents will not have made a purchase. Model 2, on the

other hand, has an average weekly rate of 0.66 and a standard deviation of 0.99, and we expect

almost one-third of responses to have no payments in any three-day diary period.

The four types of recall are defined by degree of bias and variance and are shown in the

right-most table in Table 3. A useful measure in assessing the quality of recall is the ratio of

Var[µi] = σ2 +α2 to Var[µi | µ∗i ] = σ2 +α2 +σ2
e . A ratio close to zero indicates that the the variance

in recall error makes it virtually impossible to decipher the true rate and makes the added recall

data less valuable. In the low bias recalls, the ratios are 0.83 and 0.96 for Model 1 and Model 2,

respectively, while high bias yields values of 0.12 and 0.41 respectively.

4.2 Analysis

There are many possible survey designs, but we focus on one in which N = 1,000 diaries are

supplemented with N = 1,000 recall surveys. The only flexibility in the survey design is the

degree of overlap between the two samples, or how many respondents provide dairy and recall
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information. We characterize this by the parameter p ∈ [0, 1]. If p = 0, no respondents take both

surveys, and a total of 2,000 individuals need to be recruited. On the other extreme, if p = 1 only

1,000 individuals are recruited and each takes both the recall survey and the diary. For each of

the 8 sets of parameters, {θ, µe, σe}, we consider p = 0, 0.25, 0.5, 0.75, 1. Within each of the 40

parameter configurations, we run 60 independent simulations, with iteration k proceeding as

follows.

Step 1 Let Idk(p) represent a sample of N = 1,000 respondents chosen at random, and let

datadk(p) = {Di | i ∈ Idk(p)}.

represent the corresponding diary data.

Step 2 Use the hierarchical model specified by (11) and (11) along with the priors in (8) to gen-

erate a posterior distribution for θ:

θdk(p) = θk | datadk(p).

Step 3 For each θ ∈ θ, we let θdkj represent the jth draw from the posterior. Based on 500 draws

from the posterior, we estimate the mean-squared error:

MSEd
k(θ | p) =

1

500

500∑
j=1

(θdkj(p)− θ)2.

Step 4 Let Irk(p) represent a set of N = 1,000 individuals chosen to take the recall survey such

that the specifications implied by p. First, a random set of p× 1,000 of individuals is taken

from Idk(p) and then an additional (1− p)× 1,000 respondents are chosen at random for the

recall survey. Let

Idk(p)
⋃
Irk(p)
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will have exactly 1000p respondents selected at random. Let

datahk(p) = {Di | i ∈ Idk(p)}
⋃
{Ri | i ∈ Irk(p)}.

represent the corresponding hybrid dataset.

Step 5 Use the hierarchical model specified by (11)-(12), along with priors in (8) and µe ∼

Normal(0, 2) and σe ∼ Exp(1) to generate a posterior distribution estimate of θ, which

we represent with:

θhk(p) = θk | datahk(p).

Step 6 For each θ ∈ θ, we let θhkj represent the jth draw from the posterior. Based on 500 draws

from the posterior, we estimate the mean-squared error:

MSEh
k(θ | p) =

1

500

500∑
j=1

(θhkj(p)− θ)2.

Step 7 Calculate the estimated ratio in parameter efficiency for each θ ∈ θ:

Φk(θ | p) =
MSEh

k(p)

MSEd
k(p)

. (13)

4.3 Results

The roots of the individual Φk(θ | p) as well as the mean Φ̂(θ | p) = 1
60

∑60
k=1 Φ̂k(θ | p) are shown

in Figure 4. There are a few distinct phenomena that are generally delineated according to the

variance of the recall error and whether or not there was overlap in the diary and recall samples.

When there is overlap, or p > 0, the additional data improves average efficiency, though there is

a clear dichotomy between cases with low variance error and those with high variance. When

the recall is more closely correlated with the truth, the improvement is significant, with Φ̂(θ | p)

averaging around 0.76 for all non-zero values of p. The percent of cases in which Φk(θ | p) < 1
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ranges from about 65 to 95 percent. By contrast, when the recall variance is high, the average

value of Φ̂(θ | p) is 0.95, and the percent of cases in which Φk(θ | p) < 1 is as low as 50 percent,

when estimating µ and σ under Model 1, and peaks around 80 percent, when estimating α in

Model 2. Essentially, when recall quality is bad, the additional data does not provide much

information about true behavior and thus the parameters of interest. While the case where p =

0.5 tended to have the greatest efficiency improvements, the differences between cases where

p > 0 were not significant.

An interesting phenomenon occurs when there is no overlap in the recall and diary samples.

Then, the values of Φ̂(θ | 0) are generally above one and the added diary data decreased effi-

ciency more often than not, even when variance of recall is low, meaning the added recall data

actually made inference systematically worse. As seen in Figure 4, this is particularly egregious

for estimating α. To further study the loss in efficiency of estimating α when p = 0, Figure 5

shows how the added recall data affect the posterior means and standard errors of the posterior

estimates in the case where recall has low bias and low variance (top panel) and high bias and

variance (bottom panel). Again, in cases where there is some overlap, p > 0, the hybrid-based

estimates remain unbiased. However, the posterior variances reduces much more noticeably

when recall variance is low than when it is high. On the other hand, when there is no overlap,

the estimates of α are biased downwards, with the bias worst for the low variance recall error

(bias is around −0.15 rather than −0.05). Intuitively, this might occur because, without overlap,

the data are consistent with models in which recall rates are characterized by a simple transla-

tion of the true rates without additional intra-person variation, so that σe is small. Under such

models, the intra-person noise has the effect of diffusing the correlation between Xi and the ob-

served counts, thus shrinking α toward zero. In cases where there is overlap, it is much easier to

correctly identify the intra-person variation, σe.

5 Improvement in Surveys

Up to this point, all analysis has ignored the costs of various survey designs, an essential factor in

determining allocation of resources. In considering the practical implications of our simulation

results, we again consider a researcher with a binary choice: collect M ′ diaries or collect M
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diaries andM recall surveys. We call the two survey designs Sd and Sh, respectively. The number

of additional diaries sacrificed under the hybrid design depends on the relative cost of additional

diaries and recall surveys. Letting c represent the ratio of the two and assuming that cost is

proportional to the number of respondents, M ′ = (1 + c)M corresponds to the same total cost

under both designs.

The framework developed in this paper naturally allows a comparison of the two survey

designs by determining the benefits of each relative to a base design, S0, in which only M diaries

are collected. Under the notation of this paper, the comparison of interest is the relative efficiency

improvements of each design, which can be measured by

Relative Efficiency(c) =
Φ(θ | S0 → Sh)
Φ(θ | S0 → Sd)

.

Based on theory outlined in Section 2, and validated by simulations withN = 500 andN = 2,000,

Φ(θ | S0 → S1) = 1
1+c

. We consider Φ(θ | S0 → S2) = 0.75, 0.85, and 0.95 based on values

observed in the simulations. Figure 6 shows the relative efficiencies of the two survey designs

as a function of c, so that the lines correspond to each survey design having the same total

cost. Values less than 1 suggest the hybrid design is more efficient within the corresponding

cost structure. Naturally, as the relative cost, c, increases the recall surveys have less worth,

and it takes a greater saving to make the hybrid approach worth it. However, for a reasonable

efficiency of 0.85, recall surveys can be as much as one-fifth the cost of diaries to have the hybrid

design yield greater efficiency.

We note that the case where p = 1, which showed potentially significant efficiency gains in

the simulations, corresponds to adding a recall question to a diary effort. In our experience,

doing so is often associated with virtually no additional cost, as the extended burden is not great

and no new respondents need to be recruited. Thus, it seems decidedly valuable to link a short

recall survey before or after the diary period.

19



6 Discussion

Overall, our simulation study suggests that if the quality of recall is reasonable and the cost of

recall surveys is not too great, supplementing diary observations with recall surveys, as long as

there is non-trivial overlap in the samples, provides for more efficient estimators of population

dynamics than an all-diary design. In such cases, the sheer amount of information contained in

the additional surveys outweighs that in the replaced diaries. Of course, the simulations in this

paper represent a relatively narrow range of possible survey designs and more varied analyses

would be informative in understanding how to best allocate resources.

Consolidating diary and recall data requires assumptions about the nature of the recall error.

While we believe the model introduced in this paper is adequate for many settings, extensions

that further recognize subsets of the sample for which recall is of high quality can generate

greater efficiency gains. For example, Battistin and Padula (2015) suggest that the levels of dis-

crepancy depend on observable demographics such as income and education, in which case the

bias and variance associated with recall can be made to differ according to demographic strata.

A second possible development, based on the idea that lower-frequency events are more salient

and, thus, better recalled, links individual recall error rates, now defined by µei and σei, to µi

through functional form, perhaps σei = aµbi .

The cost analysis developed in this paper is a simplified one intended to demonstrate the

potential benefits of the hybrid design. In practice, researchers can use a similar approach to

determine the number of diaries and surveys as well as degree of sample overlap that mini-

mizes mean-squared error for a given budget, as long as the cost of each survey design can be

calculated and the relative efficiency of a hybrid design can be approximated. An even more

sophisticated approach might be an adaptive survey design, in which results are analyzed as

data comes in. Thus, the relative value of the surveys is actively evaluated, and, based on this,

the number of additional surveys and diaries that should be administered in the future is deter-

mined. If recall is proving to have no value, all future resources can be used for diaries before

the entire budget is exhausted. Alternatively, unbiased recall surveys suggests using them ex-

clusively.
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A Appendix A

Value Education Level Household Income
1 Less than 1st grade Less than $5,000
2 1st,2nd,3rd, or 4th grade $5,000-$7,499
3 5th or 6th grade $7,500-$9,999
4 7th or 8th grade $10,000-$12,499
5 9th grade $12,500-$14,999
6 10th grade $15,000-$19,999
7 11th grade $20,000-$24,9499
8 12th grade (no diploma) $25,000-$29,999
9 High school graduate or GED $30,000-$34,999
10 Some college, but no degree $35,000-$39,999
11 Associate degree in occupational/vocational program $40,000-$49,999
12 Associate degree in academic program $50,000-$59,999
13 Bachelor’s degree $60,000-$74,999
14 Master’s degree $75,000-$99,999
15 Profession school degree $100,000-$124,999
16 Doctorate degree $125,000-$199,999
17 $200,000 or more

Table 1: Numeric values and their corresponding education levels and household incomes.
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Figure 1: Daily averages and averages ±2 standard deviations in the 2012 DCPC.
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Timeline of DCPC and Recall Survey
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Figure 2: A temporal distribution of the recall survey and the DCPC for 715 individuals who participated
in both.
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µmax = 75
Payment # of # Over Threshold

Instrument Adopters ` = 1 ` = 7 ` = 31 ` = 365
Cash 1240 38 36 26 26

Credit 919 9 14 18 14
Debit 925 16 26 19 16

µmax = 50
Payment # of # Over Threshold

Instrument Adopters ` = 1 ` = 7 ` = 31 ` = 365
Check 990 3 8 11 20

Table 2: Number of recall responses above threshold removed from analysis and the total number of
observations for likely adopters. When µmax = 75 the thresholds are 16, 90, 329, and 4,003 for
daily, weekly, monthly, and yearly recall. When µmax = 50, the corresponding thresholds are 12,
62, 224, and 2,684.
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Figure 3: Parameter estimates and 95 percent intervals based on diary (gray bars), daily (“d”), weekly
(“w”), monthly (“m”), and yearly (“y”) recall.
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True Behavior (θ)
µ α σ

Model 1 1 .25 .5
Model 2 -1 .75 1

Recall Error
µe σ

Unbiased/Low Variance 0 0.25
Biased/High Variance .5 1.5

Unbiased/High Variance 0 1.5
Biased/Low Variance .5 0.25

Table 3: Parameters used in simulations: two defining true distribution of weekly means and four defin-
ing recall error.
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Root MSE Ratios: Model 1, Mu 
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Figure 4: Observed values of [Φk(θ | p)]1/2 and averages,
[
Φ̂(θ | p)

]1/2
for different values of p, and differ-

ent models of true behavior and recall error as defined in Table 3
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Good Recall, Overlap = 0%
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Good Recall, Overlap = 50%
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Figure 5: Posterior means and standard deviations of θ based on diary data only (blue square) and hybrid
data (red circle) for different degrees of overlap, p, for Model 1 and two different recall errors.
“Good Recall” refers to the low bias and low variance recall error, and “Bad Recall” refers to the
high bias and high variance recall error as defined in Table 3.
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Relative Efficiency: Hybrid to All Diary Designs
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Figure 6: The relative efficiency of using a hybrid design to one in which only diaries are used based on
the relative cost of the recall survey to the diary.
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