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Abstract

This paper focuses on the relationship between economic development, urbanization, and �nan-
cial deepening. The discussion is developed based on a second-generation money-search model.
The model is extend by including bankers in the matching process. This extension enables us to
generate interest rates (e.g., deposit rate and �nancial service charge) endogenously. In the dis-
cussion, we suppose the urbanization increases the arrival rate (frequency of matching). Then, we
will �nd that the velocity of money is positively associated with the urbanization as partial effect.
In addition, we will con�rm that the velocity of money is negatively associated with the economic
development and the economic development is positively correlated with the urbanization as to-
tal effect (or in a reduced form manner). The theoretical model is further used to understand the
endogeneity structure. Then, using 2SLS estimations, we con�rm that urban population share
(urbanization) increases both velocity of money and GDP per capita as partial effect; hence, ur-
banization reverses �nancial deepening when it is measured by money per income (Marshall's k or
the inverse of velocity). This result also con�rms both the McKinnon-Shaw and the Schumpeterian
hypotheses.



1 Introduction

Financial deepening and urbanization are at the core of modern economic growth. Urbaniza-
tion stimulates the exchange of knowledge, matches entrepreneurs with investors, employers with
workers (skills), and sellers with consumers. These factors promote the innovation that creates eco-
nomic growth (a la Schumpeter [27]): for example, exchange of knowledge creates new knowl-
edge; matching entrepreneurs with investors creates new industries; appropriately matched em-
ployers and workers increase productivity and income; and a larger frequency of sellers and con-
sumers increases the chances of deals through the coincidence of wants (see, for example, Salop
[26], Helsley and Strange [13, 14], Berliant et al. [4], and Zhang [35]).1 Naturally, money is needed
to materialize the chances of these activities.
When urbanization proceeds, does the circulation speed of money increase? It should increase

if the money stock is �xed, because urbanization increases the chances of trade activities such as
investment, hiring, and consumption. However, our heuristics predict a negative correlation be-
tween the velocity of money and urbanization: it is known that the velocity of money is negatively
correlated with economic development (i.e., GDP per capita) and that economic development is
positively correlated with urbanization. Thus, the �rst column of Table 1 shows the regression
in money velocity (M2) on urban population share and per-capita GDP using unbalanced panel
data between 1961 and 2008 for 169 countries (all values are logarithm values, and the errors are
heteroskedasticity-robust). The �nancial deepening measured by per-capita money (M2) shows
positive correlations with economic development and urbanization. The negative correlation be-
tween economic development and the velocity of money is explained by the McKinnon-Shaw hy-
pothesis, which suggests that the development of �nancial products increases saving and reduces
the circulation speed (McKinnon [22] and Shaw [28]).2 The third column of Table 1 con�rms a
positive correlation between economic development and urbanization.
A negative correlation between urbanization and circulation speed would imply that the money

supply is increased in advance of urbanization. If that is true, expansionary monetary policies

Table 1: Relationships between �nancial deepening and urbanization and GDP per capita
Velocity of Money Money per Cap. Urban Pop.
Coef. S.E. Coef. S.E. Coef. S.E.

Urban Pop. -0.7644�� (0.0494) 0.4506�� (0.1000) � �
GDP per Cap. -0.2274�� (0.0318) 1.3629�� (0.1297) 0.2272�� (0.0200)

R-sq. 0.2137 0.1472 0.1231
N 5,607 5,568 5,607

Signi�cance level: �� 1%; � 5%; � 10%
(Source: World Development Indicators 2009)
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stimulate economic growth. However, if this is not supported after resolving empirical problems
such as endogeneity, we cannot say that monetary policies stimulate economic growth. A positive
correlation between urbanization and circulation speed would imply that urbanization creates a
shortage of money despite being an engine of growth. In such a case, the shortage of money would
induce developments in �nancial technologies; hence, urbanization would create innovation in the
�nancial sector.
In the �rst part of this paper, I extend the second-generation money-search model (Trejos and

Wright [31, 32]) to include the banking sector. In this model, using an analogous framework of Li
[21] in a context of taxation by government and a government agent (tax collector), the banking
sector is represented by the probability of meeting a banker. If a money holder is paired with a
banker, he or she can make a deposit. The deposit rate is supposed to be determined via bilateral
bargaining. The collected deposit is used to provide �nancial services for producers. Then, at the
end of the period, the deposit is reimbursed to the depositor. With this extension, we can derive the
deposit rate endogenously (with an equilibrium between �nancial services and real consumption
markets). Since the derived deposit rate and �nancial service charge are very complex, they are
examined numerically. We also draw a comparison with the interest rate derived in the third-
generation model (Lagos and Wright [18]).
In the second part of this paper, I examine cross-country data (World Development Indicators

2009) to see the relationship among the velocity of money, the GDP per capita, and the urban pop-
ulation share. The theory is applied to resolve the endogeneity structure and derive the inferences.
In the empirical section, after resolving the endogeneity problem, we will �nd positive correlations
between GDP per capita and urbanization and between the velocity of money and urbanization. We
will also con�rm a negative correlation between GDP per capita and the velocity of money. As
we also �nd positive correlations between urbanization and interest rates (e.g., deposit and lend-
ing rates), we conclude that urbanization creates shortage of money though it stimulates economic
development. This result is consistently explained by the theory.
A focus of this paper is economic development. However, the difference from the currently

growing literature on the third-generation search-theoretic approach to the development, such as
Aruba and Wright [1], Aruba et al. [2], and Lagos and Rocheteau [19], is that the inclusion of the
banking sector in the matching market. In addition, by applying the second-generation model, it is
easily translated into an econometric model, as there is no classi�cation between centralized and
decentralized markets: for example, if we regard the traded goods are composite goods including
the capital assets, we cannot say the consumption goods are raded in the decentralized market and
the capital assets are in the centralized market (see, for example, Wang and Shi [34] for such a
classi�cation in the calibration).
The discussion is developed as follows. In Section 2, a standard second-generation money-
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search model is extended by including the probability of meeting bankers.. We then solve the dual-
market model (the banking and consumption goods markets). The model is veri�ed algebraically
and then by numerical simulations. Empirical results are shown in the same section (2.5). Us-
ing the theoretical model, we resolve the endogeneity problem by running two-stage least square
regressions (2SLS) in Section 3 and interpreting the result by applying the theoretical model of
Section 2. We then conclude the discussion in Section 4. Some technical arguments are offered in
the Appendix.

2 Money-Search Model

2.1 The Use of Second-Generation Model

There are three major kinds of money-search models. The �rst-generation model is the original
Kiyotaki-Wright model (Kiyotaki and Wright [17]), which uses indivisible money and goods. The
second-generation model is the extension of original Kiyotaki-Wright model and allows goods to
be perfectly divisible (Trejos and Wright, [31]). The third-generation model is a further extension
of the original Kiyotaki-Wright model and allows both money and goods to be perfectly divisible
(Lagos and Wright, [18]). In this paper, we use the second-generation model. To pre-assess the use
of the second-generation model, let qi and m j be the quantities and amounts of good and money
exchanged by individuals i and j (if trade occurred).3 In addition, we let m̄ j be the total money
holding of individual j. In the �rst generation model, by de�nition, qi � 1 and m̄ j �m j � 1. In the
second-generation model, by de�nition, qi > 0 and m̄ j � m j � 1. In the third-generation model,
by de�nition, qi > 0 and m̄ j � m j > 0.
Let pi j be the bargained price between agents i and j. Price is generally de�ned by the amount

of money to obtain a unit of good; hence, pi j = m j=qi. Without loss of generality, we can rede�ne
the quantity unit to be the quantity of trade per transaction, that is, Qi=m jqi. Then the price is also
rede�ned as pi j = 1=Qi j. From these arguments, therefore, we can easily �nd the critical difference
between Trejos and Wright [31] (second-generation model), and Shi [29] and Lagos and Wright
[18] (third-generation model) is the inclusion of heterogeneity in individual money holdings more
than the seller-buyer classi�cation (in the third-generation model, the heterogeneity is dissolved
in the centralized market, after which the model is treated as if homogeneous model, without the
classi�cations of agents).
In the third-generation model, we can deal with savings endogenously, as agents do not spend

all their money holdings. In the second-generation model, money holders must spend all their
money holdings when they make transactions. This indicates that composite goods are inclusive
of �nancial assets and that varieties of goods are the varieties of combinations of goods including
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�nancial assets (e.g., portfolios). The interpretation of composite goods becomes a key point in
verifying the empirical results in a later section. In this sense, if there are two choices, M1 and M2,
M2 becomes more suitable than M1 as a measurement of money in the second-generation model.4

The third-generation model is readily persuasive, as money and goods are divisible. However,
we can rede�ne the quantity of composite goods and include �nancial assets in the composition
of composite goods to make the second-generation model closer to the third-generation one. A
weakness in the third-generation model is its classi�cations of the decentralized market (or day
market) and the centralized market (or night market). In empirical applications, this �aw becomes
a critical concern: for example, Wang and Shi [34] regard the centralized market as a �nancial
market in their calibration. Our paper avoids this critical problem with the third-generation model
and focuses on the second-generation model.

2.2 The Basic Framework

We use a standard second-generation money-search model a la Trejos and Wright [31, [32]] with
an extension to include a �nancial accessibility factor in the cost function. In our model, there are
N � 2 traditional agents classi�ed into seller and buyer and N0 � 1 agents classi�ed into �nancial
service providers (i.e., bankers, securities dealers, etc.). Then we de�ne b= N0=(N+N0) to be the
population share of bankers and 1�b to be the population share of the real-sector population.
In the beginning of the process, µ � 100% of agents are randomly endowed a unit of money;

hence, the money supply of this economy is m = µN. The money is costly to store (as discussed
later) and agents are not allowed to hold more than one unit of money. In the matching process,
letting τ be the length of each period, agents are randomly matched in accordance with the Poisson
process of arrival rate λ τ > 0, where τ > 0 indicates the length of each period. Without loss
of generality, τ can be de�ned to be small enough to have a suf�ciently small λ τ . When τ is
suf�ciently close to zero, using the Maclaurin series, we �nd λ τ = τλ 0, where λ 0 is the arrival
rate per moment. Then pb = bλ 0 is the probability of meeting with a banker.

2.2.1 Real Production Sector

Firstly, we consider the �traditional� agents. As usual, buyers are money holders but the seller does
not hold money. Money is costly to store, and the periodical storage cost γ < 0 is borne by the
buyers (money holders) at the beginning of each period. These agents are capable of producing a
type of product denoted by i and deriving utility from the consuming product j 6= i. The range of
product from which an agent can derive utility generates the corresponding probability of coinci-
dence of want(s) in the matching process. For example, if the variety of products is in a compact
set and the agent likes all other goods, the self product type is measure-zero and the probability of
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a coincidence of wants is one. If the agent likes a part of the varieties (either in a compact or �nite
set), the probability of a coincidence of want(s) is between zero and one. We let the probability of
coincidence be α 2 (0;1). As the social optimum quantity is traded in barter trade (see Appendix
B.1), we assume that monetary transactions take place only in single coincidence pairs.
If real-sector agents are paired, the probability of non-coincidence is (1�α)2 and that of dou-

ble coincidence is α2; thus, the probability of single coincidence is computed as

1� (1�α)2�α
2 = 2α (1�α) : (1)

For monetary trade, the agent who likes the paired partner's product must have money. Thus, the
probability of monetary trade for the money holder (buyer) is

p1 = α (1�α)(1�b)(1�µ)λ 0; (2)

and that of the non-money holder (seller) is

p0 = α (1�α)(1�b)µλ 0: (3)

If two agents are appropriately matched for monetary trade, the Nash bargaining rule determines
the quantity of that trade. If the coupled agents like each other's products but neither is a money
holder, barter trade takes place. The probability of such matching for both the non-money holder
and the money holder is p2 = α2 (1�b)λ 0.
The utility of consuming qd units of goods is uniformly represented by utility function u(qd).

The utility function satis�es u(0) = 0, u0(qd) > 0 with u0 (0)! ∞, and u00(qd) < 0. The cost
function to produce qs units of goods is also uniformly represented by c(qs;z), where z is the cost
parameter. This cost function is derived from the cost minimization problem as explained below.
We suppose all real-sector agents are endowed with k0 > 0 units of total production factor (i.e.,

per-capita capital stock). Then agents produce ordered quantities using the endowed input factor,
their labor `, and the other production factor z. The endowed total production factor is magni�ed
by the labor input as k = `k0. In this paper, z is the use of �nancial services. Let the production
technology be represented by production function qs = F (k;z). As k is owned by each agent, the
cost of using k, denoted by χ (k), is self-paid utility cost (e.g., disutility). The use of �nancial
services is supposed to increase productivity as in the form

F (k;z) = φ (z) f (k) ; (4)

where f is the production function satisfying f (0) = 0, f 0 (k)> 0, and f 00 (k)< 0; and φ (z) is the
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total factor productivity associated with z satisfying φ (0)� 0, φ 0 (z)> 0, and φ
00 (z)< 0.

Let ρ be the service charge for �nancial services paid to the �nancial service provider by
product. Then the disutility (cost) minimization problem is given by

min
z;k

χ (k) subject to φ (z) f (k)� qd+ρz; (5)

where r becomes qd after optimization (because of the homogeneity of the production function).
The above minimization problem is merely to minimize the total factor input; hence, the problem
is identical to that of maximizing the product with respect to z and solving the inequality constraint
with equality with respect to k. The �rst order condition for the interior solution with respect to z
therefore gives

ρ = φ
0 (z) f (k) ) ρ (z) = qd �φ (z) ; (6)

where �φ (z)� φ
0 (z)=φ (z). Consequently the cost function to supply qs = qd = q is given by

c(q;z) = χ � f�1
�
q+q �φ (z)

φ (z)

�
: (7)

Speci�cally, if f and χ are degree κ1 2 (0;1] and κ2 � 1 functions, respectively, the cost function
is written as

c(q;z) = c0qκ2=κ1

�
1+ �φ (z)

φ (z)

�κ2=κ1

; (8)

where κ2=κ1 � 1 and c0 > 0 is a cost coef�cient associated with χ � f . Note that there are two
possible cases�monetary trade (single coincidence) and barter trade (double coincidence). In
these cases, corresponding pairs of z and qd are applied to satisfy (6) with unique ρ .

Proposition 1 Suppose �φ (z) is decreasing in z, so that zφ 00 (z)=φ
0 (z) < zφ 0 (z)=φ (z). Then, the

demand for �nancial services is increasing in qd and decreasing in ρ . In addition, if �φ (z) is
decreasing in z, as φ (z) is increasing in z, the cost function is decreasing in z (and the cost function
is increasing in qd).

Proof. �φ (z) is decreasing in z if and only if

d �φ
dz
=

φ
00 (z)φ (z)�φ

0 (z)2

φ (z)2
< 0 , zφ 00 (z)

φ (z)
<
zφ 0 (z)
φ (z)

: (9)

It therefore immediately follows from (6) that the demand for �nancial services is increasing in qd

and decreasing in ρ .
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Figure 1: Money holder's banking timeline

2.2.2 Banking Sector

Next, we consider the �nancial service providers (the bankers) whose role in the process is �xed;
thus, the bankers are bankers forever. The role of these agents is �nancial intermediation. In
the matching process, bankers are randomly matched with other agents randomly. If a banker is
matched with a money holder, the banker makes an offer on a �nancial product yielding a strictly
positive utility �ow δ > 0 by the end of the current period; hence, the money holder receives utility
�ow δ and the principal by the end of the current period. The expected utility �ow from money
holding is�γ = pbδ�γ0 when the money is banked, where pb = bλ 0 is the probability of meeting
a banker in the matching process (the deposit rate δ is supposed to be determined through a Nash
bargaining process analogous to the traditional agents' matching and trading procedures). Through
this process, bankers collect money from money holders to produce �nancial services for good
production. The goods producers who are sellers and are matched with preferable buyers purchase
�nancial services for processing orders. After providing all their �nancial services, bankers pay the
contracted yield to the banks' depositors and consume all of the remaining revenue. The banking
sector is owned by the bankers, and all bankers are treated equally. The details are discussed in the
following.
Let Zs be the aggregate supply of �nancial services. The �nancial services are equally acces-

sible to all sellers. As we do not consider long-term lending in this model (eliminating the risk of
management problems), we consider �nancial services to be provided as instant banking services,
such as �nancial settlements. We therefore consider a �nancial service to be produced by labor
and deposits; thus, the aggregate production function of �nancial services is

Zs = G(H;D) ; (10)

where D is the total amount of deposits, and H is the bankers' inputs: H � hN0, where h� 0 is the
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average working hours. Then, the pro�t maximization problem of the banking sector is given by

max
H;D

ρZs�δD�w(h)N0; (11)

where w(h) is the total wage payment made to each banker. Then,

∂G
∂D

=
δ

ρ
and

∂G
∂H

=
w0 (h)

ρ
: (12)

In order to obtain an explicit solution, we suppose G is

G(H;D) = BHζD1�ζ ; (13)

where B is the total factor productivity of the banking sector. Then, we �nd the relationship be-
tween labor hours and the banking parameters as

∂G=∂H
∂G=∂D

=
ζ

1�ζ

D
H

) w0 (h)h=
ζ

1�ζ

δD
N0
: (14)

In addition, from the �rst-order condition, the corresponding lending service rate is

ρ =
δ (D=N0)ζ h�ζ

(1� s)B : (15)

From the production function,

Z = BHζD1�ζ ) h=
D
N0

�
Z
BD

�1=ζ

; (16)

and the service charge is

ρZ =
δD
1�ζ

: (17)

Let �Z=E [Z] be the expectation of supply of �nancial services and �D=E [D] be the expectation
of deposit. Let �h = E [h] be the average working hours of bankers computed from substituting �Z
and �D into (16):

�h=
�D
N0

� �Z
B �D

�1=ζ

) �h=
�d

bB1=ζ

�
�z
�d

�1=ζ

; (18)

where �z= �Z=(N+N0) is the expected quantity of �nancial services per capita and �d = �D=(N+N0)
is the expected per capita deposit. Then, the wage schedule to compensate for the anticipated
working hours is given by �w= w(�h).
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Note that, in this model, the bankers' working hours are an indicator of �nancial intermediation
activities such as deposit accounts for money holders and �nancial services for real sector produc-
ers. Therefore, an increase of �h indicates an increase in �nancial intermediations (e.g., a �nancial
deepening).
Since currency exchanges are always one currency unit, the expected amount of per capita

deposit is equal to the expected number of matching between bankers and money holders; hence,

�d = b(1�b)µλ 0: (19)

Similarly, the expected demand for �nancial services is equal to the sum of demands from double-
coincidence matching for baryer trade and single-coincidence matching for monetary trade. The
derivation of �Z is as follows. The individual inverse demand function is given by (6). Let �φ�1 be
the inverse function of �φ . Then the demand function is given by

z= �φ�1(ρ=qd): (20)

Then the expected aggregate demand for �nancial services is given by �z= �z(ρ) for

�z(ρ) =
n

α
2 �φ�1(ρ=q̄)+2

�
α�α

2��
µ�µ

2� �φ�1(ρ=q�)o(1�b)2λ 0; (21)

where q̄ and q� are the quantities of transactions in barter and monetary transactions, respectively.5

Thus, the relative quantity of expected per capita �nancial services and expected per capita de-
posits, �z= �d , is computed from (19) and (21) as

�z
�d
=

 
α2 �φ�1(ρ=q̄)

µ
+2
�
α�α

2�(1�µ) �φ�1(ρ=q�)

!
1�b
b
: (22)

Subsequently, the wage function �w is rewritten in a reduced form as �w = �w( �ρ), where �ρ is the
�nancial service charge computed from expected values, D= �D and Z = �Z.

Remark 1 By chain rule, if �φ satis�es the condition for �φ 0 (z)< 0, its inverse �φ�1 is decreasing in
ρ and increasing in qd 2 fq�; q̄g. Therefore, �z and �z= �d are decreasing in ρ and increasing in qd .

Proof. By the chain rule formula, we �nd

d �φ�1

d(ρ=qd)
=

1
�φ 0 � �φ�1 (�z)

< 0: (23)

Therefore, �φ�1 is decreasing in ρ=qd , which indicates �φ�1 is decreasing in ρ and increasing in qd .
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Consequently, (21) indicates ρ=qd is decreasing in ρ and increasing in qd and so is �z= �d.

The second statement of Remark 1 is an analogue of Proposition 1. That is, a higher �nancial
service charge causes a decline in demand for �nancial services, and an increase in production
causes a larger demand for �nancial services.
Since the net continuation gains from banking for the money holder is δ and the remaining

banking pro�ts are distributed to all bankers, the Nash bargaining problem between the individual
banker and money holder is then given by

max
δ

δ
η

�
�ρ �Z
N0
� δ �D
N0
� �w
�1�η

; (24)

where η 2 (0;1). The �rst order condition gives

η
�
�ρ �Z�δ �D� �wN0

�
= (1�η)δ �D: (25)

After substituting the market clearing condition (17) for (25) and rearranging terms, the Nash
bargaining problem is

δ =
�wN0
�D
� η (1�ζ )

η+ζ �1 ) δ =
b �w
�d
� η (1�ζ )

η+ζ �1 : (26)

To satisfy the rationality condition of the money holder strictly δ > 0, we must have a relatively
large bargaining power for the depositor relative to the importance of the deposit in the �nancial
service production process (e.g., η > 1� ζ ), and we do so (i.e., ζ = 0:5 and η = 1 satisfy the
condition). The lower bound of the depositor's bargaining power can decline as the importance
of the deposit in the �nancial sector grows. Subsequently, after collecting all deposits, the service
charge is determined by

ρ =
�wN0(D= �D)

Z
� η

η+ζ �1 : (27)

Therefore, �ρ satis�es

�ρ =
�wN0
�Z
� η

η+ζ �1 ) �ρ =
b �w( �ρ)
�z( �ρ)

� η

η+ζ �1 : (28)

Note that η > 1�ζ means the bargaining power of depositors is greater than the share of input
of deposit. Since the owner of a deposit is the depositor, it implies that the lower bound of the
bargaining power of the depositor is subject to the input share of the deposit, and a larger input
share must increase the lower bound of the depositor's bargaining power for a strictly positive
deposit rate (δ > 0).
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Figure 2: Equilibrium of banking sector (intersection)
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Figure 3: Service charge and deposit rate per quantity of monetary trade (no barter)

The equilibrium �nancial service charge is determined by solving the above �xed point prob-
lem: see Figure 2, where the right-hand-side of (28) is denoted as RHS. To ensure the existence
of equilibrium, the right-hand-side of (28) must be decreasing in �ρ . The necessary and suf�cient
condition for existence is that the elasticity of wage in �nancial services provision is greater than
one. From (18), the suf�cient condition for existence is that the wage function is weakly concave in
the average working hours of bankers: ∂ 2 �w=∂ �h2 � 0. Thus, in the following analysis, we assume
the wage function is concave in the average working hours of bankers.

Remark 2 An increase of qd = fq�; q̄g increases �ρ and �δ .

Proof. Consistent with Remark 1 and (6), we see that an increase of qd creates an upward shift in
RHS. Then, we �nd positive correlations between �ρ and qd and between �δ and qd .

For reference, Figure 3 shows a numerical example of the relationship between qd and �ρ and
�δ .6 This example con�rms Remark 2. To see the model fully, we consider in the next section how
qd is determined in the equilibrium.
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2.3 Nash Bargaining Solution in Monetary Trade

Now we can compute the value functions and the Nash bargaining solution in monetary transac-
tions. Let us write γ (q; q̄) = γ0� pbδ

�. Then, the value functions of real-sector agents satisfy the
following (see Appendix A for the derivations of these value functions):

βV0 = p1 fV1�V0� c(q)g+ p2 �v+ �V0; (29)

βV1 = p0 fu(q)+V0�V1g+ p2 �v+ γ (q; q̄)+ �V1; (30)

where Vm is the value function of the agent having m = f0;1g unit of money and �Vm = dVm=dt;
hence, V0 and V1 are the value functions for the non-money holder (seller) and the money holder
(buyer). From (30) minus (29), we �nd

�V1� �V0 = (β + p0+ p1)(V1�V0)� p1c(q)� p0u(q)� γ (q; q̄) : (31)

Let θ 2 [0;1] be the bargaining power of the bargaining power of the buyer. From the Nash
bargaining solution q� (see Appendix B.2), we �nd

V1�V0 = (1�θ)u(q�)+θc(q�) ; (32)

�V1� �V0 = �q�
�
(1�θ)

du
dq�

+θ

�
∂c
∂q�

+
∂c
∂ z�

dz�

dq�

��
: (33)

By substituting (32) and (33) for (31), we �nd

�q� =
F (q�;z�;ω)
G (q�;z�;ω)

; (34)

where ω = fβ ; �γ;θ ;µ;λg 2Ω is the set of parameters. ThenF (q�;ω) is the function given by

F (q�;z�;ω) = f(1�θ)β �λ (θ �µ)gu(q�)
+fθβ +λ (θ �µ)gc(q�;z�)� γ0+bλ 0δ (q

�; q̄) ; (35)

G (q�;z�;ω) = (1�θ)
du
dq�

+θ

�
∂c
∂q�

+
∂c
∂ z�

dz�

dq�

�
: (36)

where λ � α (1�α)(1�b)λ 0 is the arrival rate of single coincidence; thus, the probability of
monetary trade for the seller is p0 � µλ and is p1 � (1�µ)λ for the buyer.

Remark 3 G (q�;z�;ω)> 0.

Proof. dc=dq is given by
dc
dq
=

∂c
∂q
+

∂c
∂ z
dz
dq
; (37)
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where dz=dq is computed from φ
�1 as (23) and it is negative. In addition, ∂c=∂ z is computed from

(8) as
∂c
∂ z
= c0qκ2=κ1

κ2
κ1

�
1+ �φ (z)

φ (z)

�κ2=κ1�1 �φ 0 (z)φ (z)�
�
1+ �φ (z)

	
φ
0 (z)

φ (z)2
< 0; (38)

where the inequality follows from φ
0 (z) > 0 and �φ (z) < 0. Therefore dc=dz > 0 holds and then

G (q�;z�;ω)> 0.

Remark 3 posits that �q� R 0 is equivalent toF (q�;z�;ω)R 0 pursuant to Trejos and Wright's
original discussion [31]. The Nash bargaining solution is then given by �q� = 0 for each parameter
set ω; hence, q�ω solves F (q�;z�;ω) = 0. The next remark shows the shape of F (q�;z�;ω) and
the existence of equilibria for each ω .

Remark 4 F (q�;z�;ω) is [-shape in q� iff µ < θ and λ > (θ �µ)�1 (1�θ)β ; \-shape in q�

iff µ > θ and λ > (µ�θ)�1θβ ; and otherwise monotonically increasing in q�.

Proof. See Appendix D.1.

The summary of Remark 4 is depicted in Figure 4. The intercept of µ = 0, which is (1�θ)β=θ ,
is decreasing in θ , and the intercept of µ = 1, which is θβ=(1�θ), is increasing in θ . As it
shows, an increase in the buyer's bargaining power (θ ) expands the area of being [-shapeF and
vice versa for a decline of θ . We can then con�rm that the dictatorial buyer model known to have
a [-shapeF corresponds to the case where the money supply is relatively small (e.g., µ < θ ) and
that the dictatorial buyer model known to have a \-shape F corresponds to the case where the
money supply is relatively large (e.g., µ > θ ).
The stability of equilibria is determined by F (q�;ω)� bλ 0δ � (q�; q̄) ? 0 around the steady

state. Speci�cally, for a small perturbation ε > 0, the stability at q�ω requires F (q�ω + ε;ω)�

13
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bλ 0δ � (q�; q̄)< 0 andF (q�ω � ε;ω)�bλ 0δ � (q�; q̄)> 0. Otherwise q�ω is unstable. For example,
Figure 5 depicts the stable and unstable equilibria for the [-shape F function. Note, because
�δ (q�; q̄) is non-decreasing in q's (Remark 2), F (q�;ω)� bλ 0δ � (q�; q̄) is [-shape if F is [-
shape, as per the conventional Trajos-Wright model [31].

Proposition 2 If µ > θ (e.g., \-shapeF ) and the money is costly to store (e.g., γ0 < 0), the social
rationality condition, u(q�)� c(q�), is violated at the steady state equilibrium. If transactions are
socially rational, µ < θ must hold (e.g., [-shapeF ) and thenF is partially decreasing in λ and
θ and increasing in µ .

Proof. See Appendix D.2.

Suppose F is [-shape and there is a stable equilibrium q�ω for a given parameter set ω (i.e.,
Figure 5). Using Figure 5, we can then characterize the Nash bargaining solutions in terms of some
key parameters (e.g., λ , µ , and θ ). The initial impact of urbanization raising λ reduces q�ω , but
the subsequent secondary effect in the �nancial service provision raises q�ω as the service charge
and the deposit rate decrease. If the initial effect is larger than the secondary effect, urbanization
reduces the quantity of trade in each match, and the periodical volume of production (i.e., GDP
per capita) is ambiguous. If the secondary effect is larger than the initial effect, the urbanization
increases the quantity of trade in each match, and it increases the periodical volume of production
unambiguously. In contrast, the initial impact of an increase of money µ increases q�ω but the
second effect may decrease q�ω , as the �nancial service charge and the deposit rate are affected: for
example, an increase of µ will reduce the deposit rate, but it may raise the �nancial service rate.
Hence, an increase of µ reinforces the increase of q�ω , but the total effect is again ambiguous. An
example will be shown through numerical simulations later.

14



2.4 Velocity of Money and Per-Capita GDP

The velocity (circulation speed) of money is observed as V = PY=M, where PY denotes nominal
GDP and M money supply (i.e., M1, M2, etc.). The velocity of money is also represented as
V = y=m using real GDP per capita y = Y=N and real money stock per capita m = (M=P)=N,
where P is the GDP de�ator, Y is the real GDP, and N is the population size. In a money-search
model, m is represented by the population share of money holders µ , and y is represented by
aggregate production per capita in one period, so that y is represented by

y= (1�b)2λ 0
�

α
2q̄+2αµ (1�α)(1�µ)q�ω

	
: (39)

In this calculation, ρz (payment to the �nancial service) is not included since it is an intermediate
input. Then the velocity of money is given by

V =
(1�b)2λ 0

�
α2q̄+2αµ (1�α)(1�µ)q�ω

	
µ

: (40)

If we can ignore α2 (or simply exclude barter trade, as it is empirically unobservable), we �nd

y = 2αµ (1�α)(1�µ)(1�b)2λ 0q�ω ; (41)

V = 2α (1�α)(1�µ)(1�b)2λ 0q�ω : (42)

In the following discussions, we use the above de�nitions to observe GDP per capita and the
velocity of money.

2.5 Numerical Simulations

There are three markets to solve the equilibrium: (1) barter trade, (2) monetary trade, and (3)
banking. These three markets are mutually dependent on each other. In the model, endogenous
variables are qd = fq�; q̄g, �z, �ρ , and �δ . We solve these variables with respect to q� and then �nd
the stable Nash bargaining solution. To run actual simulations, we need to provide utility function
u and �nancial service productivity function φ . The utility function is provided in a CRRA form:

u(q) =
u0q1�ρ

1�ρ
; (43)

where u0 is a constant coef�cient and ρ is the rate of relative risk aversion. These parameters are
set to be u0 = 100 (long-run model) or 150 (short-run model) and ρ = 0:15. The �nancial service
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Table 2: Environmental parameters
Money Supply (µ)] 0.2
Arrival Rate (λ 0)] 0.8
Bargaining Power

Real goods trade (θ ) 1
Banking for deposit (η) 1

In�ation Rate (γ) 0.05
Discount Rate (β ) 0.05
Banking Sector Size (b) 0.3
Preference-Match Rate (α) 0.1
] If the parameter is �xed.

factor productivity φ is provided by

φ (z) = 1� exp(�z) : (44)

Thus, �φ (z) = φ
0 (z)=φ (z) is given by

�φ (z) =
exp(�z)
1� exp(�z) : (45)

Using these functional forms, we consider two models: the short-run model and the long-run model
classi�ed by the wage function �w(�h).
The wage function for the short-run model is given as a linear function such as �w=w0 �h, where

w0 is the base hourly wage of bankers. In this case, for example, we are looking at a sticky wage
rate model or the neighborhood of an equilibrium. Then we �nd

�ρ =
w0
B1=ζ

�
�z
�d

�(1�ζ )=ζ
η

η+ζ �1 : (46)

Subsequently, from (17), we also �nd the deposit rate being

�δ =
w0
B1=ζ

�
�z
�d

�1=ζ
η (1�ζ )

η+ζ �1 ; (47)

where �δ is the deposit rate computed from the expected values, D= �D and Z = �Z. During simula-
tions, we assume B = 1 and ζ = 0:5. Other parameter values are given as listed in Table 2 (these
values imply a [-shapeF ).
For λ 0 = 0:2;0:3; : : : ;0:9, corresponding stable Nash bargaining solutions are depicted in Fig-

ure 6 (left). In this simulation, w0 = 1=2 is applied. The corresponding velocity and deposit rate
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Figure 6: Short-run model (w0 = 0:5, 0:2� λ 0 � 0:9)

are also shown in Figure 6 (center and right), where the velocity of money (42) is alternatively
represented by λ 0q�ω , as its coef�cient 2α (1�α)(1�µ)(1�b)2 is constant (hence, it is marked
as �pseudo� velocity).
From the charts in Figure 6, we �nd the quantity of trade in the stable Nash bargaining solution

is decreasing in the arrival rate (i.e., urbanization) and that a part of the velocity of money (e.g.,
0:2� λ 0 � 0:4) and the deposit rate are also decreasing in the arrival rate. Therefore, urbanization
reduces the velocity of money and interest rates in the short-run. Note, the decline in the quantity
of trade in the stable equilibrium is also seen in the non-extended Trejos-Wright model [31] (e.g.,
an increase in the circulation speed of money reduces its value of money). In addition, Lagos and
Wright [18] imply a similar result, as they show the real interest rate is de�ated by the arrival rate.

Proposition 3 In short-run equilibrium, production level, the velocity of money, and real interest
rates are negatively correlated with urbanization.

For the long-rung model, the wage function is given as a convex form such as �w=w0 �h2; hence,
the service charge and deposit rate are

�ρ =
w0 �d
bB2=ζ

�
�z
�d

�(1�ζ )=ζ
η

η+ζ �1 ) �δ =
w0 �d
bB2=ζ

�
�z
�d

�1=ζ
η (1�ζ )

η+ζ �1 : (48)

For our simulation, we use the same parameter values, except w0, so as to show an interesting case.
As discussed in Section 2.2.2, the wage function affects the outcome whether or not an increase of
arrival rate increases or decreases the interest rates, so that, we set w0 = 3 to clarify the impact of
the wage function. Then, for λ 0 = 0:1;0:2; : : : ;0:8, the result is as shown in Figure 7.
In the charts in Figure 7, we �nd cases opposite to the short-run (and the non-extended Trejos-

Wright model [31]) as shown in Figure 7 (left). In such cases, an increase in the arrival rate
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Figure 7: Long-run model (w0 = 3, 0:1� λ 0 � 0:8)

increases the quantity of transaction in a stable Nash bargaining solution. Accordingly, the velocity
of money and deposit rate are increased by urbanization, as shown in Figure 7 (center and right).
Therefore, urbanization �can� increase the velocity of money, the quantity of transaction per trade,
and interest rates. Note that the increase in the interest rate is caused by a smaller supply of
deposit rate relative to the demand for �nancial services. This result cannot be derived from the
Lagos-Wright model [18]. Since �h is an indicator of �nancial intermediation activities, the next
proposition summarizes the result for a long-run equilibrium.

Proposition 4 In a long-run equilibrium, production level, velocity of money, and real interest
rates are positively correlated with urbanization if there are enough �nancial intermediation ac-
tivities.

For reference, the columns in Table 3 show estimations for the deposit rate and lending rate
based on equations (47), (46), and (17), where (17) is solved as �δ = �ρ (1�ζ ) �z= �d. In these regres-
sions, the deposit is measured by percent of saving in GDP, and the provision of �nancial services
is measured by percent of quasimoney in GDP. All values are in logarithm values. The deposit and
lending rates are nominal rates, so that, in�ation (logarithm of CPIt /CPIt�1) is included; hence, the
rest of the right-hand-side variables estimate the real interest rates. The time indicator estimates
the averaged residuals for each period (i.e., B, ζ , η , etc.). In the regressions, saving is not inde-
pendently included as quasimoney, and M1 preclude it; hence, �z and �d are considered as functions
of these monetary variables, and estimations are reduced forms.
The results in Table 3 show that the urban population share (an urbanization indicator) is pos-

itively correlated with the deposit and lending rates. In our model, that implies that �w is convex
in banker's working hours (in the long-run model) and its impact is large. Interestingly, the sig-
ni�cance of the urbanization indicator is held in the estimations based on equations (47) and (46),
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Table 3: Reduced form �xed effect estimations of deposit and lending rates
Deposit Rate Lending Rate Deposit Rate

Urban Pop. 0.8618�� (0.2658) 0.4642�� (0.1643) 0.2878 (0.1802)
In�ation 1.3480�� (0.1801) 0.9555�� (0.1518) 0.0068 (0.0694)
M1a -0.0591� (0.0356) -0.2838�� (0.0449) 0.0994� (0.0539)

Quasimoneyb 0.5184�� (0.1218) 0.0816 (0.0638) 0.2299�� (0.0856)
Lending Rate � � � � 1.1294�� (0.0771)

Time -1.7311�� (0.2388) -0.2291 (0.1388) -1.3740�� (0.1577)
Intercept 4.4966�� (0.4305) 4.8816�� (0.3105) -0.2767 (0.5130)
Adj. R-sq. 0.4621 0.4654 0.6965

N 3,477 3,224 3,029
a Log of M1 per capita (2005 USD); b Log of % of quasimoney in M2
(Source: World Development Indicators 2009)
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Figure 8: Estimated deposit intensity and its evolution

which are the �rst and second columns, whereas it is lost in the estimation based on equation (17).
Furthermore, the results suggest statistically signi�cant negative correlations between saving and
interest rates. However, we can �nd a positive correlation between interest rates and �nancial ser-
vices (quasimoney) only in the relationship with the deposit rate. There are two possible reasons
for this (unless the model is incorrect): one is the power of quasimoney as a proxy for �nancial
services and the other is the variance in the lending rate with respect to lenders.
For reference, the estimated time indicator and intercept in the third equation in Table 3 corre-

spond to the logarithm of 1�ζ in (17). Then, we can �nd the locus of deposit intensity, which is
computed as 1�ζ = exp [ln(1�ζ )], as depicted in Figure 8. Since 1�ζ declines over time (e.g.,
from 0.8 in 1961 to 0.2 in 2008), we see the importance of other production factors (e.g., physi-
cal capital, human capital, information technology, etc.) increasing in the banking sector. Hence,
smaller deposits than before are now required to provide the same degree of �nancial service. Here,
there is no role for urbanization, as is also shown by our theory and estimate.
Next, we see the relationship between GDP per capita (y) and the velocity of money (V ). If
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Figure 9: Changes in key variables to µ

µ is �xed, as (41) and (42) show, the directions of the changes in y and V are the same, so we
alter µ . For the parameter values shown in Table 2, the result in the long-run model (w0 = 3) is
shown by Figure 9 (upper row). As Figure 9 (lower row) shows, the �nancial service charge and
deposit rate are hump-shaped and monotonically decreasing in µ , respectively. As it is also shown
later in regressions, especially the result that shows negative correlation between money supply
and interest rates is consistent with the actual observation (e.g., the negative correlation between
money supply, velocity of money, and interest rate).
From these numerical simulations, in long-run, we can see that a progress of urbanization

increases velocity of money, per-capita GDP, and interest rates. Since an increase in the per-
capita GDP is associated with an increase in the per-capita money holding, as our heuristics. The
simulation also show that an increase in money reduces GDP per capita in most part and velocity of
money. These previous results are guides for empirical studies to see partial effects of each variable
(i.e. 2SLS). If λ 0 and µ is correlated, which will correspond to a reduced form estimation, the result
will be more complex. From the WDI, a between-effect estimation7 provides �µ = 1:78 �λ 0, where
�µ = dµ=µ and λ 0 = dλ 0=λ 0 are percent-change in M2 per capita and urban population share,
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Figure 10: Changes in key variables to λ 0 with µ positively correlated with λ 0

respectively. Using this estimate, we assume

µ = 0:15exp(1:78λ 0) 2 [0:15;0:89] : (49)

The simulation result using the relationship between µ and λ 0 as (49) is shown in Figure 10. The
�rst row of the �gure shows that a progress of urbanization can raise GDP per capita while it
reduces velocity of money. Then, the second row shows that a progress of urbanization initially
increases �nancial service charge while it reduces deposit rate. The results in the �rst row are very
close to our real world observation in reduced form: urbanization is positively correlated with GDP
per capita and negatively correlated with velocity of money. The simulation gives unclear effects of
interest rates (deposit rate is decreasing while �nancial service charge is hump-shaped). However,
its intuition is clear: a progress of urbanization initially increases frequency of all matching to
reduce the deposit rate and to increase the demand for �nancial services to increase the service
charge. If the urbanization exceeds a certain level, a decline in quantity of trade reduces demand
for �nancial services to reduce both deposit and �nancial service charge.
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3 Empirical Investigations in Velocity

3.1 Empirical Strategy and Results

We consider the simultaneous equations model to estimate the velocity of money, V = y=µ , using
the World Development Indicators 2009 (WDI) published by the World Bank (cross-country un-
balanced panel data between 1961 and 2009). The model is estimated by the two-stage least square
method (2SLS). In the model, real GDP per capita y and real money supply (M1) per capita, which
is the proxy for µ , are endogenous variables; and capital stock and money supply in the previous
period, current price level, in�ation rate (logarithm of CPIt /CPIt�1), and current population are
exogenous variables. The M1 per capita of country i in period t is converted into per-capita real
USD (2005 basis) as

µ it =
eitπtMit
Nit

; (50)

where eit is the exchange rate (local currency unit per dollar), and πt is the consumer price index
of the United States in period t. In order to include the impact of quasimoney, we also include the
share of quasimoney in M2 as an endogenous variable. In addition, we include deposit rate and
lending rate in one of two models, but the inclusion of interest rates reduces the sample size from
ca. 3,300 to ca. 2,200 (we refer to the model including the interest rates as Model 2 and the other
as Model 1). If deposit rate and lending rate are included, deposit rate is regarded as endogenous
and regressed on lending rate based on a reduced form expression (17). If deposit and lending rates
are not included, we use the growth rate of capital stock for the proxy of those interest rates (e.g.,
another reduced form). To gain ef�ciency in estimation, the total factor productivity is given by a
time indicator instead of a year-dummy. The detailed model structure and result are as stated as
follows.
For the �rst stage regression, taking a logarithm of (41), we obtain

lny= ln2α (1�α)(1�b)2+ lnµ (1�µ)+ lnλ 0+ lnq�ω ; (51)

where ln2α (1�α)(1�b)2 is considered as a part of the constant term because these parameters
are unobservable in the data. From (4), lnq�ω is given by

lnq�ω = lnφ (z)+ ln f (k) ; (52)

where z is endogenously determined by the �nancial service market. For simplicity, we consider a
reduced form for the �nancial service market; hence, z is a function of relevant variables, z= z(�),
such as money supply, current price level, in�ation rate, and interest rate. Quasimoney (share of
quasimoney in M2) and M1 per Cap. are endogenous variables depending on previous period's
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Figure 11: Estimated total factor productivities of the world

quasimoney and M1 per capita, and real side economy variables of current and previous periods.
The in�ation rate is given by ln CPIit= ln CPIit�1;where CPIit is the price level (consumer price
index) of country i in period t. All variables are self-explanatory logarithm values extracted from
the WDI. Then we obtain Tables 4 and 5 (L1 indicates one-period lag variable and D1 one-period
difference). In Table 4 (Model 1), interest rates (lending and deposit rates) are not included in the
estimation so as to maintain the sample size. In Table 5 (Model 2), deposit rate is included as
an endogenous variable (reduced form z = z(�) is applied). Note that saving is not included as
a right-hand-side variable of the �rst stage regression of Model 2 because Quasimoney precludes
it (M1 also includes deposit account). For reference, Figure 11 shows the estimates of logarithm
of TFPs of the respective models (linear line) and corresponding estimates using a year-dummy
(dashed lines), where the TFP in 1961 is one (thus its logarithm is zero). As this �gure shows, we
�nd fair correspondences between the TFPs estimated from the time-indicator and year-dummy
estimations.
The second stage regression is based on the de�nition of the velocity of money. By taking the

logarithm of V = y=µ , we �nd
lnV = ln ȳ� lnµ; (53)

where ȳ is the estimate of y that is theoretically given by

ȳ= 2αµ (1�α)(1�µ)(1�b)2λ 0q̄�ω : (54)

Thus there are direct and indirect effects of µ and λ 0 (α and b are given), where the indirect effect
theoretically emanates from q̄�ω . Since q̄�ω is unobservable, we take ȳ as the proxy for q̄�ω . Then,
taking the direct effect into account, we obtain the regression results shown in Table 6 for M1 and
M2 money measures (GDP per Cap., M1 per Cap., Quasimoney and Deposit Rate are endogenous
variables and are the �rst stage estimates).
In the �rst-stage regressions tables (Tables 4 and 5), Angrist-Pischke chi-squared and F sta-
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Table 4: First stage IV estimations for Model 1
GDP per Cap. Quasimoney M1 per Cap.
Coef. S.E. Coef. S.E. Coef. S.E.

Urban Pop. 0.3126�� (0.0420) -0.0188 (0.0260) -0.0084 (0.0578)
CPI -0.0174�� (0.0025) 0.0065�� (0.0017) 0.0019 (0.0052)

In�ation -0.0010 (0.0115) 0.0153 (0.0226) -0.0270 (0.1684)
M1 per Cap. � � � � � �

(L1) 0.0166�� (0.0045) -0.0050 (0.0059) 0.8884�� (0.0846)
Quasimoney � � � � � �

(L1) 0.0304 (0.0372) 0.8457�� (0.0315) 0.0287 (0.0291)
Cap. Sock � � � � � �
(L1) 0.2816�� (0.0190) 0.0374�� (0.0109) 0.0727 (0.0553)
(D1) 0.0369 (0.1067) -0.0012 (0.0215) 0.1626�� (0.0457)

Population -0.9562�� (0.0343) 0.0855�� (0.0328) -0.4220� (0.2260)
Time 1.1001�� (0.0591) -0.1483�� (0.0319) 0.3237� (0.1582)

Adj. R-sq. 0.6384 0.8220 0.8371
N 3,288 3,288 3,288
F 487.56�� 502.71�� 800.45��

AP Chi-sq. 1145.65�� 1727.42�� 121.06��
AP F 571.19a 861.25a 60.36a

Table 5: First stage IV estimations for Model 2
GDP per Cap. Quasimoney M1 per Cap. Deposit Rate
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Urban Pop. 0.3294�� (0.0504) -0.0146 (0.0319) 0.0536 (0.0504) 0.1073 (0.1068)
CPI -0.0163�� (0.0045) 0.0051 (0.0048) -0.0178� (0.0075) 0.0164 (0.0113)

In�ation 0.0014 (0.0187) -0.0172 (0.0536) -0.1443� (0.0606) -0.0321 (0.0650)
M1 per Cap. � � � � � � � �

(L1) 0.0952�� (0.0158) 0.0188� (0.0101) 0.8819�� (0.0207) 0.1574�� (0.0259)
Quasimoney � � � � � � � �

(L1) 0.1469�� (0.0137) 0.8537�� (0.0370) 0.0447 (0.0298) 0.1224�� (0.0405)
Cap. Sock � � � � � � � �
(L1) 0.1696�� (0.0172) 0.0239� (0.0094) 0.0155 (0.0159) 0.0777� (0.0313)

Population -0.7839�� (0.0509) 0.1335�� (0.0496) -0.2244� (0.0896) 0.4858�� (0.1569)
Lending Rate -0.0139 (0.0107) 0.0220 (0.0148) -0.0716�� (0.0230) 1.1640�� (0.0421)

Time 1.0968�� (0.0544) -0.2194�� (0.0488) 0.4689�� (0.0849) -1.8730�� (0.1782)
Adj. R-sq. 0.7543 0.7522 0.8658 0.7064

N 2,190 2,190 2,190 2,190
F 258.11�� 204.29�� 1260.33�� 231.14��

AP Chi-sq. 264.85�� 804.18�� 1175.01�� 777.87��
AP F 131.84a 400.33a 584.93a 387.23a
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tistics (abbreviated as AP Chi-sq. and AP F, respectively) provide underidenti�cation and weak
identi�cation tests for each endogenous regressors. The AP Chi-sq. is compared with an ordinary
corresponding chi-squared value, and its signi�cance of rejection is as reported. The AP F is to be
compared with the corresponding critical value of Stock and Yogo [30, Tables 1 and 2, pp. 58-59]
(compare the values when the number of the included regressor, n, is one). Both AP Chi-sq. and
AP F reject the null hypotheses, and we can say that these identi�cation tests are clear for all en-
dogenous regressors. In addition, Tables 4 and 5 report an adjusted R-squared and F test statistic
for the joint signi�cance of instrument variables. The adjusted R-squared scores of all �rst stage
regressions are not small, and all F test statistics that reject the instruments are jointly insignif-
icant; hence, all regressions and excluded instrument variables are meaningful in their espective
�rst-stage regressions.
In the second-stage regressions table (Table 6), the Kleibergen-Paap Lagrange multiplier statis-

tics (KP LM) tests underidenti�cation jointly across endogenous regressors. According to the table,
all second-stage regressions are not underidenti�ed. Weak identi�cations are tested by the Cragg-
Donald Wald and Kleibergen-Paap F statistics (abbreviated as CD F and KP F, respectively). The
critical values again rely on Stock and Yogo [30, Tables 1 and 2, pp. 58-59]. All the obtained val-
ues for testing weak-identi�cation will reject the null hypotheses both in a 5% relative IV bias and
a 10% maximal size (the signi�cance level is 5%). The robustness of the endogenous regressors
to weak-identi�cation is jointly tested by the Anderson-Rubin chi-squared (or alternatively F) and
the Stock-Wright S statistics (abbreviated as AR Chi-sq., AR F, and SW LM, respectively). These
statistics show the robustness of the endogenous regressors to the existence of weak-identi�cation.
Overidenti�cation is tested by Hansen's J statistic (abbreviated by Hansen J). Its null hypothesis
is the non-existence of overidenti�cation, and reported values cannot reject the null hypothesis;
hence, the estimated models cannot be said to be overidenti�ed.
To see the difference between IV estimation and OLS estimation, Table 7 shows the reduced

form OLS estimations for Models 1 and 2. In these OLS regressions, especially, we cannot �nd
any signi�cance of urban population share. Table 8 shows the total effect of urban population
share to examine the consistency between OLS and IV estimations. We can �nd consistency only
in M2 velocity. Note that Hromcová [15] uses a cash-in-advance model to consider a positive
correlation between the M1 velocity and GDP observed in the United States and suggests the
positive correlation is caused by the accumulation of human capital in the banking sector. Ireland
[16] proposes a model that shows a positive correlation between the mney velocity and GDP, and
Benk et al. [3] considers a model that supports Hromcová's argument [15].
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Table 6: Second stage IV estimations
Model 1 Model 2

M1 Velocity M2 Velocity M1 Velocity M2 Velocity
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Urban Pop. 0.1922�� (0.0579) 0.1968�� (0.0556) 0.0451 (0.0651) 0.1977�� (0.0790)
CPI 0.0372�� (0.0033) 0.0138�� (0.0030) 0.0382�� (0.0105) 0.0210 (0.0142)

In�ation -0.0195 (0.0280) -0.0148 (0.0348) -0.0684 (0.0562) 0.0185 (0.0707)
Cap. Stock � � � � � � � �
(D1) -0.0152 (0.0336) -0.0061 (0.0448) � � � �

GDP per Cap. -0.1268�� (0.0414) -0.4280�� (0.0409) 0.2434�� (0.0874) -0.5588�� (0.0949)
M1 per Cap. -0.0660�� (0.0105) -0.0447�� (0.0082) -0.2965�� (0.0315) -0.0793� (0.0309)
Quasimoney 0.3576�� (0.0270) -0.2175�� (0.0326) 0.2729�� (0.0373) -0.3218�� (0.0368)
Deposit Rate � � � � 0.0648�� (0.0174) -0.0008 (0.0212)

Time -0.4877 (0.0530) -0.4188 (0.0542) -0.5772�� (0.0781) -0.3496�� (0.0971)
Adj. R-sq. 0.3167 0.3807 0.6025 0.3954

N 3,288 3,288 2,190 2,190
KP LM 338.228�� 338.228�� 168.74�� 168.74��
CD F 384.023b 384.023b 129.18b 129.18b
KP F 221.075c 221.075c 49.91c 49.91c
AR F 77.97�� 67.44�� 75.33�� 117.49��

AR Chi-sq. 312.77�� 270.54�� 378.28�� 590.04��
SW S 260.67�� 236.49�� 264.00�� 284.45��
Hansen J 1.632 0.119 0.667 0.016

Table 7: Non-IV estimations
Model 1 Model 2

M1 Velocity M2 Velocity M1 Velocity M2 Velocity
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E.

Urban Pop. 0.1758 (0.1827) 0.1787 (0.1764) 0.0032 (0.1550) 0.0859 (0.1639)
GDP per Cap. 0.0646 (0.0620) -0.1728�� (0.0651) 0.5465�� (0.1225) 0.0667 (0.1059)

CPI 0.0432�� (0.0120) 0.0222�� (0.0084) 0.0394� (0.0205) 0.0260 (0.0254)
In�ation -0.0065 (0.0416) 0.0021 (0.0521) -0.0465 (0.0608) 0.0220 (0.0766)
Cap. Stock � � � � � � � �
(D1) 0.0068 (0.0246) 0.0226 (0.0293) � � � �

M1 per Cap. -0.0792� (0.0414) -0.0643� (0.0251) -0.3797�� (0.0760) -0.2216�� (0.0617)
Quasimoney 0.3583�� (0.0586) -0.2270�� (0.0800) 0.2460�� (0.0797) -0.3906�� (0.0754)
Deposit Rate � � � � 0.0485� (0.0230) 0.0040 (0.0304)

Time -0.6729�� (0.1465) -0.6629�� (0.1312) -0.7853�� (0.1323) -0.7532�� (0.1500)
Adj. R-sq. 0.3636 0.4375 0.6464 0.5225

N 3,288 3,288 2,190 2,190
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Table 8: Total effect of urban population share
M1 Velocity M2 Velocity

Total Effect S.E. Total Effect S.E.
Without Deposit Rate 0.1464�� (0.0492) 0.0675 (0.0514)
(Smaller Sample) 0.1797�� (0.0572) 0.0210 (0.0648)
With Deposit Rate 0.1124� (0.0573) 0.0140 (0.0663)

3.2 Inference

To derive inferences, we rely on regressions for M2 velocity because there are inconsistencies in
the regressions for M1 velocity in Models 1 and 2 (Table 6) as well as in total effect and OLS
results (Tables 7 and 8). The use of M2 is also supported by the initial assessment of the use of the
second-generation money-search model; hence, a reasonable explanation of the loss of robustness
in the M1 velocity regressions is the incomprehensive inclusion of bank accounts.
In the �rst-stage regressions, urban population share affects only GDP per capita in a statisti-

cally signi�cant way. The impact of an increase in urban population share is then positive. In the
second-stage regressions, in both Models 1 and 2, urban population share affects the M2 velocity
statistically signi�cantly. The impact of an increase in urban population share is then positive.
These results (the partial effects of urbanization) can be explained by the theoretical long-run
model, as shown in Figure 7.8

The impact of an increase in GDP per capita in M2 velocity is negative. This is consistent
with our heuristics. In the theory, the negative correlation between the velocity of money and GDP
per capita can occur only when the money stock changes. According to the �rst-stage regressions,
GDP per capita is positively associated with the money stocks (M1 per capita and quasimoney-M2
ratio). In the long-run model, we can �nd a segment where GDP per capita and the velocity of
money are negatively correlated with each other when the money stock increases. For example, an
increase in money from µ = 0:2 to 0.3 or 0.4 in Figure 9 produces an increase in GDP per capita, a
decrease in velocity of money, and a negative correlation between GDP per capita and the velocity
of money.
From these observations, we can say that urbanization increases both GDP per capita and the

velocity of money and that GDP per capita reduces the velocity of money. The positive correla-
tion between economic development (GDP per capita) and urbanization can be explained by the
Schumpeterian hypothesis (Schumpeter [27]): urbanization stimulates interactions among entre-
preneurs and investors to create innovations (see, for example, Salop [26], Helsley and Strange [13,
14], Berliant et al. [4], and Zhang [35]), which is an engine of growth. In addition, urbanization
can increase the number of participants in the consumption market, and it increases the chance of
a coincidence of wants (for example, Ellison et al. [8] and Virág [33] consider a similar situation
in auctioning markets). On one level, therefore, these increased transaction activities increase the
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velocity of money (e.g., the positive effect of urban population share in M2 velocity).
Urbanization affects M2 velocity indirectly via GDP per capita, which is the cause of the

ambiguous result in the reduced form estimation (Tables 7 and 8). According to the theory, (41)
and (42), the only source of negative correlation between GDP per capita and velocity of money is
a change of real money per capita. If µ < 0:5, an increase of per-capita money (a form of �nancial
deepening) increases the per-capita GDP while it reduces the velocity of money. This mechanism
works in the theoretical model as if the McKinnon-Shaw hypothesis in the advanced stage of
modern economic development (McKinnon [22] and Shaw [28]).9 In that case, the empirical
result and the theory become consistent with each other. Along with the positive direct effect of
urbanization on velocity, therefore, �nancial deepening accompanied by economic development
reduces M2 velocity, which results in the negative impact of urbanization on M2 velocity.
In these two major results, we �nd a coexistence of the Schumpeterian and McKinnon-Shaw

hypotheses: urbanization stimulates entrepreneur-investor matching, employer-worker matching,
and seller-buyer matching. The increase in interactions stimulates economic development. How-
ever, stimulated economic development faces a shortage of money; the �nancial service fee and
deposit rate will thus increase. In theory, this is an increase in the banker's wage rate caused by
a smaller input of deposit. In the real world, an increased deposit rate will attract more deposits
(note that, in the theoretical model, the deposit rate is determined by bargaining). In addition,
the shortage of money will stimulate developments in �nancial products. The economic develop-
ment (stimulated by urbanization) induces developments in �nancial products and more deposit
and saving; therefore, the velocity declines, as implied by McKinnon [22] and Shaw [28].
In the previous section concerning theory, Table 3 has shown positive correlations between

urban population share and nominal interest rates. The theoretical model suggests that urbanization
creates a shortage of money and accelerates circulation speed (a la Figure 7). This proposition is
reinforced by the negative correlation between M1 per capita and nominal interest rates in the same
regression table. The positive correlations between quasimoney and nominal interest rates indicate
that an increase in the interest rate resulting from a larger demand for money increases the supply
of quasimoney.

3.3 Robustness

We now consider the robustness of the regressions. Although the inferences are derived from the
regressions on M2 velocity, we also see the robustness of regressions on M1. By doing so, we
can check the robustness of rejecting the use of M1 velocity as well as �nding the cause of the
inconsistency between the M1 velocity estimations of Models 1 and 2.
First, we consider the robustness of the reduction in sample size in Model 1. The sample size
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of Model 1 is 3,288 and that of Model 2 is 2,190. The aim of this robustness check is to see the
difference in results between Model 1 and Model 2 and to check if the sign and signi�cance of
GDP per capita and urban population share emanate from the choice of variable or the sample size.
The results are shown in Table 9. According to Table 9, the reduction of the sample size in Model
1 generates results similar to the Model 2 regressions except for an increase in the signi�cance of
urban population share in M1 velocity. This implies that the results in M1 velocity are unstable.
However, we also �nd that the result in M2 velocity is quite robust to the sample size.
Next, we consider an inclusion of population density. As stated in the introduction, the de�-

nition of urban area differs by country. When including population density in the regression, we
should note that (the logarithms of) population density and population have a one-to-one correla-
tion:

Pop. Density
(S:E:)

= 1:0001
(0:0004)

��Population � 11:68
(0:0065)

��+ai+ ε it ; (55)

where ai is the country-speci�c term, ε it is the error (reported standard errors are heteroskedas-
ticity robust errors). All values are logarithm values; R-squared is 0.9994, and N is 5,816. The
relationship and signi�cance levels (e.g., p-values and R-squared) are not altered by the change in
samples. In addition, we have to be careful to include population density in place of population, as
the �rst stage regression is based on the aggregate production function. Thus, population density is
included as an endogenous regressor. The second stage regressions are shown in Table 10. As this
�gure shows, the inclusion of population density does not alter the overall result.10 In addition,
population density has less impact than urban population share. Therefore, the benchmark results
are not altered by the inclusion of population density.
The argument assumes that the relationship between (the logarithm of) velocity of money and

GDP per capita is linear. However, the McKinnon-Shaw hypothesis predicts a hump-shape rela-
tionship between the two parameters (see, for example, Bordo et al. [7] for such a hump-shape
result in a much earlier period's data set); hence, the simplest relationship is given as a quadratic
form. The methodology of instrumental variable estimation of quadratic forms is not well estab-
lished. Thus, we cannot solely rely on the IV estimation of the quadratic endogenous variable,
though it is easily estimated. However, we can refer to such estimation when discussing the feasi-
bility of linearity assumption.
To estimate the quadratic form, we consider the centered logarithm of GDP per capita. The use

of a centered variable reduces the correlation between �rst order and second order polynomials;
hence, the correlation between the two endogenous variables. In the �rst regression, we include
second order and cross terms of all exogenous and instrument variables, except for the time indi-
cator, to estimate endogenous variables, including the second order term of GDP per capita. Then
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Figure 12: Quadratic form estimation for GDP per capita for Model 1
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Figure 13: Quadratic form estimation for GDP per capita for Model 2

we estimate the second stage regression using the estimates of endogenous variables. The results
for the quadratic form in Models 1 and 2 are shown in Figures 3.3 and 12, respectively,11 where
the dotted grid lines indicate respective 1% percentile values of centered logarithm of per-capita
GDP (see Table 11 for 1%, 5%, and 10% percentile values in each sample). In addition, the dashed
curves in Figure 12 indicates the estimates of quadratic forms for Model 1 using the same sample
as Model 2.
From the quadratic form estimations, we �nd the following. There is a hump-shape relationship

between economic development (per-capita GDP) and M2 velocity both in Models 1 and 2, which
is consistent with the McKinnon-Shaw hypothesis. However, we can approximate the relationship
by linearity assumption because most observations note the downward sloping segment in the
quadratic form (e.g., 99%). We also �nd a similar relationship between economic development
and M1 velocity if we take Model 1. If we take Model 2, however (as also found in the linear
model), we can �nd only a positive correlation between economic development and M1 velocity.
Hence, the robustness in M1 velocity is lost also in the quadratic form estimation by the deletion
of some observations.
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Table 11: Quantiles of centered logarithm of GDP per capita
Percentiles Model 1 Model 2
Min. -7.4158 -7.1107
1% -2.4939 -2.5725
5% -1.9857 -2.0122
10% -1.6833 -1.5936

Table 12 shows estimations of Models 1 and 2 excluding the 1% quantile observations (e.g.,
the centered logarithm value of per-capita GDP being larger than -2.4939). According to this table,
the overall results are not altered by the deletion of those 1% quantile observations except for the
score of Hansen's J test in Model 2 for M2 velocity. When Hansen's J test gives a lower score, it
implies that there is an overidenti�cation. From all other Model 2 regressions for M2 velocity, the
deposit rate is consistently insigni�cant. In addition, the endogeneity test to treat the deposit rate as
exogenous gives χ2 (1) = 0:014 and its p-value is 0.9062. Then, Model 3 in Table 12 estimates an
alternative model in which the deposit rate is included as an exogenous variable (in the �rst-stage
regression, it is replaced with the lending rate). In Model 3, we can �nd a suf�ciently high score
in Hansen's J test, and signs of coef�cients are consistent with Model 2.

4 Conclusion

In this paper, the second-generation money-search model is extended by including the banking
sector to derive interest rate endogenously. The derived interest rate shows a relationship with the
arrival rate (e.g., interpreted as a form of urbanization). This result is similar to the third-generation
money-search model (Lagos and Wright [18]) that suggests a negative correlation between real in-
terest rate and urbanization, but the direction of the change may be different in my model. For
instance, the real interest rate may increase as urbanization proceeds. The difference emanates
from the endogenous determination of the interest rate via the �nancial service market. If urban-
ization raises the production level, the demand for �nancial services will increase, which will raise
the interest rate if the supply of deposit does not increase suf�ciently. Then urbanization raises the
velocity of money as well as the production level and interest rate.
In the theoretical model, we �nd a positive correlation between GDP per capita and the veloc-

ity of money when the money stock is �xed. However, we generally �nd a negative correlation
between GDP per capita and the velocity of money. Such a negative correlation can be found if we
change the money stock. In the real world, the money supply is actually adjusted to the GDP level.
The theoretical model is applied to the empirical investigation, clarifying the endogenous struc-

ture and deriving the inferences. In the empirical investigation, the focus is on the velocity of
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money (M2) and urbanization. The empirical study stands on the assumption that urbanization
(measured by urban population) increases the arrival rate. Then, the obtained result is as follows.
Urbanization raises GDP per capita and the velocity of money. This result con�rms the Schum-
peterian hypothesis and the proposition that increased transactions increase the circulation speed of
money. In addition, we also �nd a negative correlation between GDP per capita and the velocity of
money. According to the theory, such a negative correlation results from an increase in per-capita
money supply (a form of �nancial deepening). In addition, we �nd a positive correlation between
urbanization and interest rate, both in theory and in the empirical evidence: an increase of money,
therefore, reduces the interest rate. This implies that urbanization faces a shortage of money. Then
the higher interest rate attracts more deposits, and the shortage of money stimulates developments
in �nancial products. Thus, the empirical evidence also supports the McKinnon-Shaw hypothesis.
The thesis obtained from this study also determines whether �nancial deepening or urbaniza-

tion stimulates modern economic development. The answer is urbanization. Were this answer
not true, we would see a negative correlation between interest rate and urbanization because the
interest rate is determined by the production level.
In further empirical investigation, it would be interesting to see data for individual countries,

as that would enable us to include more and more speci�c variables than those in the cross-country
data. For example, the size of the banking sector is not included in the regressions of this study, but
it is available for some countries. In addition, the development of slums is a major problem with
urban population growth, and slum population data are available for some countries. We might
then �nd a new research theme concerning the relationship between �nancial deepening and the
development of slums. These examples are feasible as long as we do not stick to the cross-country
data. In a country-speci�c study, however, the sample size would decline. A cross-country study
(like this one) could then be referenced for asymptotic properties. As a theoretical extension, it
would be interesting to see the impact of risk management on the money-search model, as the
storage cost of money is also affected by the risks in banking activities. We could also compare
the second-generation and third-generation models directly, which may enable us to integrate these
two approaches.

Appendix

A Bellman Equations

Let p1 = 2α (1�α)(1�b)(1�µ)λ 0 be the probability of meeting a non money holder (seller)
and p0 = 2α (1�α)(1�b)µλ 0 be that of meeting a money holder (buyer). We consider a suf�-
ciently small τ and appropriately de�ned λ 2 (0;1). LetV0 (t) be the value function of the seller at
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period t. The value function must satisfy the next Bellman equation:

V0 (t) =
τ p1 fV1 (t+ τ)� c(qs;A)g+(1� τ p1)V0 (t+ τ)+ τ p2 �v+o(τ)

1+ τβ
; (56)

where o(τ) is the counting error within length τ such that o(τ)=τ 7! 0. This Bellman equation is
rearranged to get

τβV0 (t) = τ p1 fV1 (t+ τ)�V0 (t+ τ)� c(qs;A)g+ τ p2 �v

+V0 (t+ τ)�V0 (t)+o(τ) ; (57)

which is further rearranged to get (29):

βV0 (t) = p1 fV1 (t+ τ)�V0 (t+ τ)� c(qs;A)g+ p2 �v+
V0 (t+ τ)�V0 (t)

τ
+
o(τ)

τ

7! p1 fV1 (t)�V0 (t)� c(q;A)g+ τ p2 �v+ �V0 (t) (τ 7! 0) ; (58)

where the last correspondence follows from o(τ)=τ 7! 0 and the de�nition of time-derivative:

lim
τ!0

Vm (t+ τ)�Vm (t)
τ

� �Vm (t) : (59)

For the buyer, similarly, its Bellman equation must satisfy

V1 (t) =
τ p0

�
u(qd)+V0 (t+ τ)

	
+(1� τ p0)V1 (t+ τ)+ τ p2 �v+ τγ+o(τ)

1+ τβ
; (60)

which is rearranged to get

τβV1 (t) = τ p0
n
u(qd)+V0 (t+ τ)�V1 (t+ τ)

o
+ τ p2 �v

+V1 (t+ τ)�V1 (t)+ τγ+o(τ) : (61)

For τ 7! 0, (61) is further rearranged to get (30):

βV1 (t) = p0
n
u(qd)+V0 (t+ τ)�V1 (t+ τ)

o
+ p2 �v+ γ+ �V1 (t) : (62)
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B Nash Bargaining Solution

B.1 Barter Trade

Suppose two agents, indexed by i = f1;2g, are paired and both of them have no money whereas
both of them like each other's goods. Then they bargain the quantities of transactions in accordance
with the Nash bargaining problem such as

max
qi

fu(q1)� c(q2)gfu(q2)� c(q1)g ; (63)

where qi is the offer of agent i. For agent i= 1, the �rst order condition is given by

u0 (q1)
c0 (q1)

=
u(q1)� c(q2)
u(q2)� c(q1)

: (64)

Similarly, for agent i= 2, that is

u0 (q2)
c0 (q2)

=
u(q2)� c(q1)
u(q1)� c(q2)

: (65)

These conditions are simultaneously satis�ed when q1 = q2 = q̄ solves the social optimum: q̄ =
argmaxfu(q)� c(q)g. Therefore, the quantity of trade in barter is the quantity of trade in the
social optimum.

B.2 Monetary Trade

The Nash bargaining problem in monetary trade is to maximize the joint net gains of buyer and
seller (Nash product), hence

max
q
fu(q)+V0�V1gθ fV1� c(q;z)�V0g1�θ : (66)

In the above problem, the value function is not known yet, and agents cannot differentiate the Nash
product. However, it is known that splitting net gains is in accordance with respective agents'
bargaining power; hence, the bargaining rule is determined by solving

fu(q)+V0�V1g : fV1� c(q;z)�V0g= θ : (1�θ) : (67)

This equation provides the bargaining rule that is always conformed by the seller and buyer:

V1�V0 = (1�θ)u(q)+θc(q;z) : (68)
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Thus, the monetary equilibrium conforms to the above Nash bargaining rule.

C Measurement of Money in Regressions

In the regressions, we use (the logarithm of) real M1 per capita and quasimoney-M2 ratio as mea-
surements of money. The reason is as follows.
We consider M2 as a measurement of money. However, M2 is equal to M1 plus quasimoney,

and M1 and quasimoney may take different roles in the empirical model. Then we want to consider
M1 per capita and quasimoney per capita in the regression separately. However, we �nd higher
correlation rates between (the logarithm of) M1 per capita and quasimoney per capita, as shown in
Tables 13 and 14. To reduce the correlation rate, we consider (the logarithm of) Quasimoney-M2
ratio as a regressor in place of quasimoney per capita. Then the correlation rate declines from
0.4-0.5 to around 0.15.
For reference, Table 15 shows regressed relationships between logarithm of M2 per capita and

its decompositions. According to these regressions, we con�rm the decomposed variables well
reproduce the M2 measure.

D Proofs

D.1 Proof of Remark 4

Because u and c are monotonic, the shape of F (q�;ω) is characterized by examining slopes of u
and c at q� = 0 and q� 7!∞. For instance, in q�, F (q�;ω) is (i) [-shape if and only if F 0 (0;ω)< 0
and F 0 (∞;ω) > 0; (ii) \-shape if and only if F 0 (0;ω) > 0 and F 0 (∞;ω) < 0; (iii) monotonically
increasing if and only if F 0 (0;ω)> 0 and F 0 (∞;ω)> 0; and (iv) monotonically decreasing if and
only if F 0 (0;ω) < 0 and F 0 (∞;ω) < 0. As u0 (0)� c0 (0;A) and u0 (∞)� c0 (∞;A), the slope of
F (q�;ω) is determined by the coef�cients of u at q = 0 and of c at q� 7! ∞ that are given by
(1�θ)β �λ (θ �µ) and θβ +λ (θ �µ), respectively.
(i) If F (q�;ω) is [-shape, we must have(

(1�θ)β �λ (θ �µ)< 0
θβ +λ (θ �µ)> 0:

: (69)

Let µ < θ . In this case, the second inequality in (69) is automatically satis�ed. Then the require-
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Table 13: Correlations among measurements of money (Model 1)
(1) (2) (3) (4)

(1) M2 per Capita 1.0000
(2) M1 per Capita 0.9613 1.0000
(3) Quasimoney per Capita 0.6514 0.4725 1.0000
(4) Quasimoney-M2 Ratio 0.3700 0.1526 0.8016 1.0000

N = 2,190

Table 14: Correlations among measurements of money (Model 2)
(1) (2) (3) (4)

(1) M2 per Capita 1.0000
(2) M1 per Capita 0.9688 1.0000
(3) Quasimoney per Capita 0.5851 0.4126 1.0000
(4) Quasimoney-M2 Ratio 0.3481 0.1552 0.8191 1.0000

N = 3,288

Table 15: Relationship between M2, M1 and quasimoney
Model 1 Model 2

M2 per Capita Coef. S.E. Coef. S.E.
M1 per Capita 1.0127�� (0.0107) 0.9623�� (0.0218)

Quasimoney-M2 Ratio 0.7071�� (0.0939) 0.7759�� (0.1116)
Intercept 1.3642�� (0.0823) 1.7589�� (0.1191)
R-squared 0.9678 0.9007

N 3,288 2,190
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ment is only the �rst inequality of (69), which is rearranged as

λ >
(1�θ)β

θ �µ
> 0: (70)

Alternatively, let θ � µ . The �rst inequality of (69) cannot hold if µ = θ . If µ > θ , the �rst
inequality of (69) requires

λ <
(1�θ)β

θ �µ
< 0; (71)

which contradicts to the de�nition of λ > 0. Therefore, F is [-shape if and only if µ < θ and
λ > (θ �µ)�1 (1�θ)β hold.
(ii) If F (q�;ω) is \-shape, we must have(

(1�θ)β �λ (θ �µ)> 0
θβ +λ (θ �µ)< 0:

: (72)

Let θ � µ . The second inequality of condition (72) cannot hold if µ = θ . If µ < θ , the second
inequality of condition (72) requires

λ <
�θβ

θ �µ
< 0; (73)

which contradicts the de�nition of λ > 0. Alternatively, let µ > θ . In this case, the �rst inequality
of (72) is automatically satis�ed. Then the requirement is only the second inequality of (72), which
is rearranged as

λ >
�θβ

θ �µ
> 0: (74)

Therefore, F is \-shape if and only if µ > θ and λ > (µ�θ)�1θβ hold.
(iii) If F (q�;ε) is monotonically increasing, we must have(

(1�θ)β �λ (θ �µ)> 0
θβ +λ (θ �µ)> 0:

: (75)

The requirements in condition (75) are actually the complements of conditions (69) for µ < θ and
(72) for µ > θ . Therefore, F is monotonically increasing if and only if F is neither [-shape nor
\-shape.
(iv) If F (q�;ε) is monotonically decreasing, we must have(

(1�θ)β �λ (θ �µ)< 0
θβ +λ (θ �µ)< 0:

: (76)
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However, as it is also implied by the proof of (iii), the requirements in condition (76) cannot be
satis�ed because these inequalities actually require that λ be in an infeasible range such as

(1�θ)β < λ (θ �µ)<�θβ : (77)

Therefore, F (q�;ω) is not a monotonically decreasing function.

D.2 Proof of Proposition 2

Using (29) and (30), we consider V1�V0 at the steady state (e.g., �V0 = �V1 = 0) that is given by

V1�V0 =
λ (1�µ)u(q�)+λ µc(q�)+(1�b)λ 0γ (q�; q̄)

β +(1�b)λ : (78)

At the equilibrium, the value given by (78) is equal to the value that is given by the Nash bargaining
solution (32); hence, we �nd

λ (1�µ)u(q�)+λ µc(q�)+ γ (q�; q̄)
β +λ

= (1�θ)u(q�)+θc(q�) : (79)

This equation is further arranged as

u(q�)� c(q�) = βu(q�)� γ (q�; q̄)
θβ +(θ �µ)(1�b)λ : (80)

Therefore, for γ � 0, u(q�)� c(q�)> 0 if and only if θβ +(θ �µ)λ > 0 and that implies F is a
[-shape function (Remark 4).
Let F be a [-shape function (hence, µ < θ ). Then we consider partial derivatives of F (q�;ω)

with respect to fλ ;µ;θg. The partial derivative with respect to λ is given by

∂F

∂λ 0
=�2α (1�α)(1�b)(θ �µ)fu(q�)� c(q�;z)g< 0; (81)

where the inequality follows from µ < θ and u(q�)� c(q�). The partial derivative with respect to
b is given by

∂F

∂b
= 2α (1�α)(θ �µ)λ 0 fu(q�)� c(q�;z)g> 0: (82)

The partial derivative with respect to α is given by

∂F

∂α
=�2(1�2α)(1�b)(θ �µ)λ 0 fu(q�)� c(q�;z)g ; (83)

which is negative for α � 1=2 and positive for α � 1=2. Therefore, λ 0 and α � 1=2, shift F
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downward and b and α � 1=2 shiftF upward. In other words, λ shiftsF upward.
The partial derivatives with respect to µ and θ are given by

∂F

∂ µ
= λ fu(q�)� c(q�;z)g> 0; (84)

∂F

∂θ
= �(β +λ )fu(q�)� c(q�;z)g< 0; (85)

where the inequalities follows from u(q�)� c(q�). Therefore, µ shiftsF upward and θ shiftsF

downward.

Notes
1See also Ellison et al. [8] and Virág [33].
2Because the velocity of money is the inverse of income per money (Marshall's k), we can also say the negative

correlation between GDP per capita and the velocity of money is a positive correlation between economic development
and �nancial deepening (measured by Marshall's k).

3In this argument, individual i is supposed to be a buyer and individual j is supposed to be a seller.
4Other alternative measures, such as M3 and MZM, are also interesting to consider in this context, but I use M2

(and M1) because of the availability of suf�cient cross-country data.
5The quantities traded in barter and monetary transactions are generally different.
6The parameters are the same as those for the later numerical analysis in Section 2.5 (see Table 2).
7The sample size is 5,801 and the R-squared is 0.2398.
8In that model, velocity and GDP per capita move in the same direction when the money stock is �xed.
9An additional argument is shown as a robustness check in the next subsection.
10See Stock and Yogo [30, Tables 1 and 2, pp. 58-59] for the critical values for the weak-instrument tests. As

n = K2 = 4 in Model 1 and n = K2 = 5 in Model 2, the weak identi�cation tests, both in relative bias and size are
signi�cantly positive.
11In Model 1, the p-values for the �rst and second order terms in M1 velocity are 0.1369 and 0.0011, respectively,

and those in M2 velocity are 0.0000 and 0.0000, respectively. Similarly, in Model 2, we see 0.0000 and 0.0279 in
M1 velocity, respectively, and 0.0013 and 0.0000 in M2 velocity, respectively. These p-values are computed from
heteroskedasticity robust errors.
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