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On Government Credit Programs

1. Introduction

In most economies, the government intervenes in the financial system to a con-
siderable extent. This is particularly true in developing countries, where credit
market frictions are typically perceived to be large, and where rationing of credit
is wide-spread.! Government interventions in credit markets take a variety of
forms, including directed credit programs, loan guarantees, interest rate controls
or subsidies, and direct lending or rediscounting by the Central Bank.? In this pa-
per we analyze the macroeconomic consequences of direct government lending or
rediscounting by the central bank, although our main results can also be applied
to other large-scale government credit programs.

Clearly, the main motivation of such government programs has been to extend
credit to rationed agents, and thereby promote investment, capital accumulation,

and an increase in productivity. However, in practice government credit market

!See Smith and Stutzer (1989) or Gale (1990) for a discussion of some interventions in the
credit market by the government in the U.S. Khatkate (1982b), Chavez (1983), Johnson (1983),
Stockhausen (1983), or Bhatt (1988) discuss a representative set of credit market interventions in
developing countries. See McKinnon (1973), Khatkate (1982a,b), Diaz-Alejandro (1985), Bhatt
(1988) and Carter (1988) for discussions of credit rationing in these countries.

2For example, in Turkey central bank rediscounting was the dominant monetary policy in-
strument into the late 1980s (“The Turkish Economy and the Financial Sector,” 1995, p.12).
Central bank rediscounting in Mexico is discussed, for example in Chavez (1983).



interventions have often been viewed as counterproductive, reducing aggregate
credit extension and interfering with capital investment.® In this paper we un-
dertake an analysis of the aggregate effects of large-scale government lending pro-
grams or of the rediscounting of private lending by a central bank. Among other
things, we focus on the long-run output consequences of such programs. But we
also consider the effects of such programs on equilibrium dynamics, and on the
potential for the indeterminacy or multiplicity of equilibrium.

To that end, we rely on a conventional monetary growth model (Diamond,
1965), reformulated so that capital investment may require of external finance.
In our model, credit rationing arises endogenously because of a costly state ver-
ification (CSV) problem? in credit markets. Motivated by the presence of this
rationing, the government (central bank) utilizes seignorage income to rediscount
bank lending or to subsidize private credit extension. Also, in keeping with the
circumstances relevant to most developing countries, we focus on a small open
economy. Furthermore, in our model, lenders are subjected to a reserve require-
ment, just as intermediaries are in most developing economies.

In this framework, we are able to obtain the following results. First, if there

3Khatkate (1982b) and Bhatt (1988) give illustrative examples of counterproductive govern-
ment credit programs.

4See Townsend (1979), Diamond (1984), Gale and Hellwig (1985), or Williamson (1986,
1987). The specific formulation we utilize is similar to that in Boyd and Smith (1997a,b).
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is any steady state equilibrium where credit is rationed domestically, then there
are typically at least two such equilibria. One has relatively high capital stock
and output level; we refer to this as the high activity steady state. The other
has a relatively low capital stock and output level. Moreover, for a wide range of
parameter values both steady states can be approached. Hence development traps
are possible; here these are the consequence of a CSV problem in credit markets.

The long-run aggregate consequences of a government lending program turn
out to depend very heavily on which of the steady state equilibria prevails. In
the high activity steady state we show that an increase in the volume of govern-
ment lending (rediscounting) — or an increase in the magnitude of the implied
subsidy on government loans — necessarily reduces the long-run capital stock and
output level, as well as the volume of private credit extended to domestic resi-
dents. Thus, government credit market interventions are counterproductive — at
least with respect to long-run output — in the high activity state. This effect is
reversed, however, whenever the economy is caught in a development trap. In
essence, then, the case for subsidized government lending as a means of stimulat-
ing production may make sense only if the economy is stranded in a low activity
equilibrium to begin with.

With respect to shorter-run phenomena, we also show that the magnitude of



government lending substantially affects the properties of dynamical equilibria,
the scope for indeterminacy of equilibrium and the potential for endogenously
arising volatility. More specifically, when government credit programs are not too
large, we show that the low activity steady state is a saddle, and the dynamical
equilibrium paths approaching it do so monotonically. Matters are much different
near the high activity steady state, however. In particular, we state conditions
where extremely small government lending leads the high activity steady state to
be a sink. Since our economy has only a single initial condition, the result is an
indeterminacy; there are multiple equilibrium paths that approach the high ac-
tivity steady state. Moreover, as the size of the of the government credit program
increases, we state conditions under which dynamical equilibria approaching the
high activity steady state must exhibit fluctuations. In effect, then, government
lending programs become responsible for endogenously arising volatility. This
volatility, coupled with some of the findings described above, supports the view
that these programs may interfere with macroeconomic performance.
Interestingly, as government credit programs become very large, the properties
of the dynamical equilibria near each steady state become very different. For large
government interventions the low activity steady state can become a sink, while

the high activity steady state becomes a saddle. When this is the case, the high



activity steady state is no longer indeterminate. But, as we show, it is also the
case that paths approaching the high activity steady state necessarily display
endogenously arising fluctuations as they do so.

This last point deserves some emphasis. As a whole, our results imply that
small government credit programs will be most conducive to large output levels,
near the high activity steady state. But they can also easily lead to the indeter-
minacy of equilibrium. Large government programs have adverse consequences
for long-run output (again, near the high activity steady state), and they can lead
to endogenously generated volatility. But they are consistent with a determinate
equilibrium. Thus here as elsewhere,” a tension between the determinacy and the
“efficiency” of equilibrium can easily arise.

Intuitively speaking, what accounts for the steady state results we have de-
scribed above? The answer has to do with the interaction between the CSV
problem, the domestic reserve requirement, the operation of international capital
markets and the way the government lending program is financed. In a small open
economy, agents lending domestically must receive the prevailing world real return
on their investments. In addition, the domestic reserve requirement forces such

agents to hold a portfolio consisting of domestic loans and domestic real balances.

5See Smith (1989, 1991, 1994) or Woodford (1994).



It is the return on this portfolio that must match the world rate of interest.

For a given domestic rate of inflation, this return is clearly determined by
the rate of return on loans. In the presence of the CSV problem, the return
on domestic loans depends on two factors: the domestic marginal product of
capital, and the amount of internal finance provided by domestic investors.® A
higher domestic capital stock reduces the marginal product of capital, but it also
increases the income level —and the quantity of internal finance — of domestic
investors. As a result, there are two ways in which domestic borrowers can offer
the necessary expected return on loans. They can either have a high capital stock
and income level, a large volume of internal finance, and a low marginal product
of capital, or they can have a low capital stock, a low volume of internal finance,
and a large marginal product of capital. Hence there will typically be two steady
state equilibria: one with a high, and one with a low capital stock.

Government credit programs affect these equilibria in two ways. When the
government increases the magnitude of its lending — or the implied subsidy on a
given volume of lending — it must finance this by printing money. Thus the steady

state rate of inflation rises. At the same time, the cost of funds to agents lending

5The point that the quantity of internal finance affects the rate of return perceived by external
investors in the presence of a CSV problem was first made by Bernanke and Gertler (1989).



domestically — net of implied government subsidies — falls. Under weak conditions
the interaction of these two effects implies that the real return that borrowers
must offer lenders declines as the magnitude of government lending increases. In
the high (low) activity steady state this is accomplished via a decline in the level of
internal finance (the marginal product of capital), and a corresponding reduction
(increase) in the steady state capital stock. This change in the capital stock also
partially accounts for the results we obtain regarding dynamical equilibria.

The remainder of the paper proceeds as follows. Section 2 lays out the model
environment, while section 3 describes trade in credit and factor markets. As a
point of reference, section 4 analyzes the general equilibrium of a closed economy,
and section 5 then examines the steady state equilibria of a small open economy.

Section 6 takes up dynamics, and section 7 offers some concluding remarks.

2. The Model

2.1. Environment

Consider a small open economy consisting of an infinite sequence of two-period
lived, overlapping generations. Each generation is identical in size and composi-

tion, and contains a continuum of agents with unit mass. Within each generation,



agents are divided into two types: “potential borrowers” and “lenders”. A frac-
tion & € (0,1) of the population is potential borrowers. Throughout, we let
t=0,1,... index time.

At each date a single final good is produced using a constant returns to scale
technology with capital and labor as inputs. We assume the final good to be
mobile across borders, while factors of production are immobile. Let K; denote
the time ¢ capital input, and L; denote the time ¢ labor input of a representative
firm. Then its final output is F'(K;, L;). F satisfies the following conditions: it is
increasing in each argument, strictly concave, and F'(0, L) = F(K,0) = 0 holds,
for all K, L. In addition, if k = £ is the capital-labor ratio, and if f(k) = F(k,1)
denotes the intensive production function, then f’ > 0 > f” holds Vk, and f
satisfies the standard Inada conditions. Finally, we assume that the inherited
capital stock at date t is used in production, and that thereafter it depreciates
completely.

With respect to endowments, all young agents are endowed with one unit of
labor, which is supplied inelastically, and agents are retired when old. Individuals
other than the old of period zero have no endowment of capital or final goods,
while the initial old agents have an aggregate capital endowment of K > 0.

Agents of all types are assumed to care only about old age consumption and,



in addition, all agents are risk neutral. Thus all young period income is saved.

Potential borrowers and lenders are differentiated by the fact that each po-
tential borrower has access to a stochastic linear technology for converting date ¢
final goods into date ¢ + 1 capital. Lenders have no access to this technology.

The capital investment technology has the following properties. First, the
investment technology is indivisible: each potential borrower has one investment
project which can only be operated at the scale q. In particular, ¢ > 0 units of
the final good invested in one project at ¢ yield zq units of capital at ¢t + 1, where
z is an iid (across borrowers and periods) random variable, which is realized at
t+ 1. We let GG denote the probability distribution of z, and assume that G has a
differentiable density function g with support [0, Z]. We let Z denote the expected
value of z.

The amount of capital produced by any investment project can be observed
costlessly by the project owner. Any agent other than the project owner can
observe the return on the project only by bearing a fixed cost of v > 0 units of

capital.”

"That is, in verifying the project return, v units of capital are used up. The assumption that
capital is consumed in the verification process follows Bernanke and Gertler (1989).



3. Trade

3.1. Factor Markets

We assume that capital and labor are traded in competitive markets at each date.
Thus if w; denotes the time t real wage rate and p, is the time ¢ capital rental

rate, the standard factor pricing relationships obtain:

pe = ['(k) (3.1)

we = f(ke) — kef (k) = w(ky). (3.2)

Notice that w'(k) > 0 holds and, in addition, we will assume the following.

Assumption 1. w"(k) < 0;Vk > 0.

Assumption 1 is satisfied if, for example, f is any CES production function
with elasticity of substitution no less than one. Assumption 1 guarantees the
uniqueness of a non-trivial steady state equilibrium in the model without money

and without access to foreign capital markets.
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3.2. Credit Markets

All young agents at ¢ supply one unit of labor inelastically, earning the real wage
rate w;. For lenders this income is saved, either in the form of money, assets
issued abroad, or loans to domestic borrowers. Under the assumption that the
domestic country is small, domestic residents then take the world interest rate as
given. We can think of all domestic credit extension as being intermediated in
the manner described by Williamson (1986).

Potential borrowers also have young period income w;, and we will assume

that they must obtain external financing to operate their investment projects.

Assumption 2. ¢ > w(k;) for all “relevant” values of k;.

Let b; denote the amount borrowed by the operator of a funded project (in real
terms) at t; clearly

by = q— w(ky). (3.3)

If potential borrowers wish to obtain external funding - which is necessary to
operate their projects - they do so by announcing loan contract terms. These an-
nounced contract terms are either accepted or rejected by intermediaries: borrow-
ers whose terms are accepted then operate their projects. Following Williamson
(1986, 1987), a loan contract consists of the following objects. First, there is a

11



set of project return realizations A; for which verification of the return occurs at
t. Verification of project returns does not occur if z € By = [0,2] — A;.® Second,
if z € A;, then the contractual repayment can meaningfully be made contingent
on the project return. Thus if z € A; we denote the promised payment (per unit
borrowed) by R;(z). On the other hand, if z € B, then the loan payment cannot
meaningfully depend on the project return, and the only incentive compatible
loan contract offers an uncontingent payment of z; (per unit borrowed) for all
z € By. All payments specified by any loan contract are in real terms.

Loan contracts offered by borrowers are either accepted or rejected by inter-
mediaries who - without loss of generality - we can think of as making all domestic
loans. Thus intermediaries take deposits, make loans, and conduct monitoring of
project returns as required by the contracts they accept. We assume that any
lender can establish an intermediary. Then, in equilibrium, intermediaries will be
perfectly diversified, earn zero profits, and have a nonstochastic return on their
portfolios. Thus they need not be monitored by their depositors.”

Intermediaries accept deposits taking their gross opportunity cost- rfﬂ be-

8We thus abstract from stochastic state verification. While this is a real restriction, Boyd and
Smith (1994a) show that the welfare gains from stochastic monitoring are trivial when realistic
parameter values are assumed.

YIntermediation in this context is discussed by Williamson (1986). See Krasa and Villamil
(1992) for a consideration of intermediaries that cannot perfectly diversify risk.
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tween t and t + 1 - as given, and they act as if they can obtain any desired
quantity of deposits at that rate. It follows that intermediaries are willing to
accept loan contract offers yielding an expected return of at least r¢ "1 Thus loan
contract offers (that have any prospect of acceptance) must satisfy the expected

return constraint

/ [Ri(2)by — pyi17]9(2)dz + x:by / g(2)dz > 1l b (3.4)

At Bt

In particular, expected repayments must at least cover the intermediary’s cost of

funds - 7 b, - plus the real expected monitoring cost

Pri1? / 9(z)dz.
Ay

The expected monitoring cost depends on p,,, because v units of capital are
expended when project returns are verified. Finally, since only project owners
directly observe project returns, they must have the proper incentives to correctly
reveal when a monitoring state has occurred. The appropriate incentive constraint
is

Ri(z) <xy; z€ A (3.5)

13



In addition, the repayments specified by any contract must be feasible for the

borrower, so that

Ri(z) < %; z € A (3.6)
t
. P14
r, < zlélet [—bt ]- (3.7)

Equations (3.6) and (3.7) require that repayments never exceed the real value of

the capital yielded by an investment project, which in state z is zqp,,, at t + 1.
Borrowers, then, will maximize their own expected utility by choice of con-

tract terms, subject to the constraints just described. Therefore, announced loan

contracts at date t will be selected to maximize

Pry12q — by / Ri(2)g(2)dz — x4y /g(z)dz
Ay

Bt

subject to (3.4)-(3.7).

The solution to the borrower’s problem is, as is well-known, to offer a standard
debt contract (modified for the presence of internal finance). In particular, the
borrower either repays x; (principal plus interest) or else defaults. In the latter

case the lender monitors the project, and retains the proceeds of the project net
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of monitoring costs. Formally,

Proposition 3.1. Suppose ¢ > b;. Then the optimal contractual loan terms

satisfy

Ri(z) = %; z €A (3.8)
t
A, = [0, b (3.9)

’ qPr41

rl, = /[Rt(z)—% g(z)dz—l—xt/g(z)dz. (3.10)

Ay Bt

The proof of Proposition 1 is standard,!’ and we omit it here.
For future reference, we substitute (3.8) and (3.9) into (3.10). Then, the

expected return received by a lender under the optimal contract is given by

[ |Be) = 22 g()az a1 [ g(:)a

Ay Bt

z4bt
Pt4+19

v — p”nG( ¢y ) — P14 / G(z)dz =7 [ﬂﬁt; b ] . (3.11)
by Pt+14 by Pr+1

The function 7 gives the expected return to the lender as a function of the gross

10See Gale and Hellwig (1985) or Williamson (1986, 1987).
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loan rate, x;, the amount of external finance required, b;, and the future relative
price of capital, p; ;.
It will be useful in what follows to put some additional structure on the func-

tion 7. In particular, we will assume the following.
Assumption 3. g(z) + (3)g'(2) = 0; for all z € [0, z].

Assumption 4. [0, (=2-)] > 0.

Pit1

Assumption 3 implies that 7my; < 0. Thus, if assumption 4 holds, the function

7 has the configuration depicted in Figure 1. Evidently, depending on the value of

by
Py’

there is a unique value of z; which maximizes the expected return that can

by
Pit1

be offered to any lender. We will denote this value by &(-*-), where the function

2 is defined implicitly by

by . b by . b by . b
™ lﬁ(—t);—t] =1- (24 [@»(—t) : ]—Gl:?:(—t) ! ]EO. (3.12)
Pt+1 q Ptr1 Pe+14 Prr1 9Py

Equation (3.12) and Assumption 3 imply that

b by
x —
Pri1 P19

=7 (3.13)

where 1 > 0 is a constant satisfying 1 — (2)g(n) — G(n) = 0. When all potential
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borrowers are offering the interest rate that maximizes a prospective lender’s
expected rate of return, 7 is the critical project return for which a borrower’s
project income exactly covers loan principal plus interest. In other words, project

return verification occurs iff z € [0, 7).

3.3. Credit Rationing

One feature of the environment under consideration - which was originally noted
by Gale and Hellwig (1985) and Williamson (1986, 1987) - is that it can allow
for the existence of unfulfilled demand for credit. In particular, if all borrowers
desire to operate their projects at date t, the total (per capita) demand for credit
is ag. The total per capita supply of saving is w(k;) at t. Domestic credit demand
exceeds domestic credit supply, and hence credit must be rationed in the closed

economy, if the following assumption holds for all ¢ > 0.

Assumption 5. ag > w(k;).

When credit rationing exists, however, it also must be the case that

by

Pty1

~—

(3.14)

8
I
=

17



When equation (3.14) holds, all potential borrowers are offering the interest rate
that maximizes a prospective lender’s expected rate of return. Rationed (un-
funded) potential borrowers cannot then obtain credit by changing loan contract
terms, since doing so simply reduces the expected return perceived by (all) lenders.
Thus if assumption 5 and equation (3.14) hold at date ¢, credit rationing is an
equilibrium outcome for a closed economy. We henceforth focus on economies

where credit rationing occurs at all dates.!!

3.3.1. Payoffs Under Credit Rationing

We now describe the expected payoffs received by lenders and (funded) borrowers
at ¢ when credit is rationed. For lenders, equations (3.11) and (3.14) imply that

the expected return on bank loans is given by

Pt414
Wli( b: . bt] _ P19 7 b be _ ZGF b by ]
q

Pri1 7/)1t+1 by Pr+1 Pr+14 Pi+1 Pr+14 b
r n
= % n— (I)G(n)—/G(z)dz] Eri, (3.15)
t q
L 0

'The assumption that credit rationing obtains is maintained because it results in a sub-
stantial technical simplification. However, credit rationing is clearly a widespread phenomenon
in developing countries (McKinnon, 1973), and there is substantial evidence of significant ra-
tioning of credit even in the United States (Japelli, 1990). Therefore this does not seem to be
an empirically unreasonable assumption.
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where 7! denotes the gross real return on loans. Note that equation (3.15) asserts
that the return to a lender between ¢ and ¢+ 1 depends only on the ratio p—t“bt’—l and
parameters (and is proportional to that ratio) when credit rationing obtains.

It is also straightforward to demonstrate that the expected utility of a funded

borrower under credit rationing is given by

bt) be

_ A 7 l
=019 12— (=)G)| —r, b
= pmq] [ ) <>]

/)t+173q - 7ale—lbt - pt+17G [j:(

Since any potential borrower always has the option of foregoing his project and
depositing his income in a bank, all potential borrowers can guarantee themselves
the utility level r{, jw;, where r{,, is the rate of return on deposits between ¢
and t + 1 . Thus (potential) borrowers prefer borrowing to lending under credit
rationing iff

A Y
Pr419 lz - (E)Gm)] - 741l54_1bt > Tf+1wt' (3-16)

We now define

(3.17)

<
Il
<
| —
3
|
)
~—
2
=
|
O\J
2
&
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N
| I |
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The variable ¢ represents the expected project yield per unit invested, under credit
rationing, net of capital consumed by monitoring.'?> Similarly, ¢ determines the

expected rate of return received by lenders under credit rationing, since

1 P Pi+1
rhn =90 = g, (3.18)

Then (3.16) reduces to gp,, (¢ — V) > ri jw.

4. General Equilibrium

As a benchmark, we begin by considering a closed economy confronted with the
credit market friction just described. This section also provides a number of
ingredients that are useful for the analysis which follows. We start first with a
non-monetary economy, and then move on to consider the behavior of a monetary
economy when a reserve requirement has been imposed on agents engaged in

lending activity.?

120f course, we assume that ¢ > 0.
13For a discussion of a closed, monetary economy, see Boyd and Smith (1997b).
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4.1. A Closed Economy

When credit is rationed, let u, denote the fraction of potential borrowers who do
obtain credit at ¢. Since each funded borrower borrows b, = g — w(k:), total (per
capita) loans are o, [q — w(k:)]. The total supply of savings is (1 — a)w(k;) plus
a(l — p,)w(ks), since unfunded borrowers simply deposit their income with an
intermediary and, in effect, become lenders. Thus an equality between ”sources”

and ”uses” of funds requires that

apylg —w(ky)] = (1 = @Jw(k) + ol = p)w (k). (4.1)

Equation (4.1) reduces to

agpy, = w(ky). (4.2)

Assumption 5 implies that pu, < 1 holds, for all £ > 0.

Under our assumption that returns on investment projects are iid across bor-
rowers, the fact that there is a large number of borrowers implies that there
is no aggregate randomness in this economy. In particular, the time ¢ + 1 per
capita capital stock is simply Zagqu, = zw(k:), less capital expended on mon-

itoring at t + 1. The amount of capital consumed by monitoring is simply

21



Yo, G (22 = yap,G(n) = 1G(n)w(k:) under credit rationing. Thus

Pry19

= |z - i w(ks) = pw(ky .
k_[ <q>G<n>] (k) = (k) (13

gives the equilibrium law of motion for k; when credit is rationed at all dates. We

will adopt the following assumption.
Assumption 6. ¢w'(0) > 1.

When assumption 6 holds, equation (4.3) has the configuration depicted in
Figure 2. More specifically, given assumption 1, k;,;is an increasing, concave
function of k;. Assumption 6 implies that the locus defined by (4.3) lies above the
45° line for sufficiently small values of k;, and standard arguments establish that
it lies below the 45° line for large enough values of k;. Thus assumptions 1 and 6
imply the existence of a unique value £* > 0 that satisfies k* = ¢w(k*). Clearly,
this steady state is asymptotically stable.

In order for credit rationing to obtain in the steady state, it is necessary that

k* satisfy two conditions. First,
aqg > w(k") (4.4)
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must hold so that assumption 5 is satisfied. Second, in an economy with a single
asset, the rates of return on deposits and loans must be equal. It is then easy to

verify that (3.16) is satisfied iff

¢lg — w(k")] = . (4.5)

If (4.4), (4.5), and ky < k* hold, then our economy does experience credit ra-
tioning, and potential borrowers prefer borrowing over lending at all dates. It is
straightforward to produce examples where (4.4), (4.5), and our other assumptions

are satisfied. For instance, here is one such example.

Example 1 Let f(k) = k%5, ¢ =22, g(z) =

with z = 20.302, v = 24.174, and
a > 0.95 hold. For these parameter values, ¢ = 5.11 and 1) = 4.7. Then the
unique (nontrivial) steady state capital stock for the closed, nonmonetary
economy is k* = 6.528, and it is easy to verify that (4.4) and (4.5) are

satisfied.

4.2. A Closed Monetary Economy with a Reserve Requirement

In this section we introduce two additional factors; money, and a reserve require-

ment that is imposed on lenders. More specifically, in this section we assume that
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there is a constant stock of domestic currency, issued in the amount M per capita.
In addition, we assume that all agents making loans are subject to a requirement
that they hold a certain quantity of this currency per dollar lent. Such reserve
requirements are very common in developing countries [see e.g. Brock (1989) and
Espinosa (1994)].

Let p; denote the (domestic) price level at time t, and let m; = M/ p; be the
per capita quantity of real balances. We assume that all lenders are subject to
the requirement that the real balances they hold equal at least A times the value
of their loan portfolio, where the value A is chosen by the government. Thus, in
the aggregate

my > Aoy lq — w (k)] (4.6)

must hold. If pt < 1/1[5 (Z'&i)] = r! holds, then the reserve requirement in (4.6)
will be binding, and all lenders - who we can think of as intermediaries - will hold
A units of domestic real balances per unit lent. Hence the return on 1 + X\ units

of funds deposited at t - of which one unit is lent and A units are held as reserves

- is given by

bl 1 [ (ki) Pt
SRR ETDY {¢[q — w(ky)] " pt+1)\} '

Or alternatively, defining 6 = 1/(1+ ) and R" =

pt+1
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f'(Kiy1)

i = )

+(1-0)R™ (4.7)

Notice that (1 —6) is a conventional reserve requirement. Throughout we assume
that 8 > 1/2, so that the reserve requirement is not too large.

As before, sources of funds in this economy are simply per capita savings,
w(k;), while uses of funds are investments, aqu,, plus the accumulation of real

balances, m;. Hence sources and uses of funds are equal when

aquy, +my = w(ky). (4.8)

Assuming that the reserve requirement is binding, equations (4.6) and (4.7) imply

that

_ w(ky)
1+ %[q —w(ky)]

aqpy (4.9)

We now derive the equilibrium law of motion for the domestic capital stock.
Clearly, at t + 1, the domestic per capita capital stock is equal to Zagu, minus
the capital expended on monitoring at ¢+ 1, yau,G(n). It follows that the capital

stock evolves according to
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w(ky) __ ow(k)
T4 2g—wlk)] ~ T+ 2[g— wlk)]

kyr = [5— %G(n)] (4.10)

If puw'(0) > 1+ A, then the law of motion given in (4.7) has the configuration
depicted in Figure 3. Under this condition there necessarily exists at least one
nontrivial capital stock k satisfying (4.10) when k; = ki, = k. Moreover, if we
let k; denote the largest steady-state level of capital stock, it is easy to show that
k; < k* holds. It follows that assumption 5 will be satisfied, in the steady state,
if ag > w(k*) obtains.

In this economy, the return on loans satisfies

’ Vf (ki)

T T = w(k)]

It is easy to show that, when the reserve requirement binds, the return on real

balances satisfies

R™ — My /{:t+2[q — w(kt+1)]
! my k‘t+1[q - w(k‘t)] .

The following proposition is a special case of Huybens and Smith’s (1997) propo-
sition 2:
Proposition 4.1. (a) The reserve requirement binds at t along the equilibrium
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path defined by (4.10) iff

ki f' (ki)
[q — w(ker)]

pw (ki y1)
1+ %[q — w(key1)]

<v

(b) The reserve requirement binds in any steady state with credit rationing if

¥ > f~1(q) holds.

In addition, the steady state return on money in this economy is given by
R™ = 1, while the steady state return on loans is given by %. Hence the
reserve requirement binds in steady state iff ¢y H (k) > 1. As noted in part (b) of
the proposition, this condition must be satisfied if Y H[f ' (q)] = f+’(q) > 1 holds.

Finally, it remains to state conditions under which borrowers will prefer to
borrow rather than lend. In a steady state equilibrium the appropriate condition
is:

F®
w (b

idd +(1-0).
-

It is straightforward to check that this condition must be satisfied if (4.5) holds.

27



5. A Small Open Economy with Government Credit Subsi-

dies

We now turn to our primary task: to examine how government credit subsidies
(undertaken on a large scale) affect the equilibria of a small open economy. For
obvious reasons, we focus on monetary economies. In addition we assume that
the domestic government imposes a reserve requirement on all agents engaged
in domestic lending. Such an assumption serves two purposes. First, for most
developing countries it is realistic. Second, it enables the domestic currency to
be held even though it is dominated in rate of return. Finally, we assume that
government loan programs are financed via money creation. Again for many
developing countries this is quite realistic. Moreover, it enables our model to
capture an important aspect of government policy in many LDC’s: the central
bank is prominently engaged in domestic lending and in rediscounting the loans
of private banks. The resources required to do this come from printing money.
Often, the rationale for such policies is that financial market frictions lead
credit to be rationed domestically. One such friction is the CSV problem which
arises endogenously. We now examine how this friction interacts with the oper-

ation of international capital markets, and with the lending programs conducted
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by the government.

5.1. International Capital Markets

We assume that the domestic residents can borrow and lend in world capital
markets at the world rate of interest R.'* Since the domestic country is assumed
to be small, the activity of its residents or its government does not affect this rate.

As before, we assume that all agents lending domestically are subject to a
reserve requirement that, for every dollar lent, A\ dollars of domestic currency
must be held. Hence, if m; = M;/p; denotes the per capita supply of domestic
real balances, in the aggregate m; must continue to satisfy equation (4.6). If
R > 1 holds, then clearly the domestic reserve requirement will be binding. In
addition, we assume that the domestic country operates under a regime of flexible

exchange rates, so that it is free to finance its expenditures via money creation.

5.2. Government Credit Policy

We assume that the domestic government conducts its lending policy by redis-
counting the loans of private sector banks. More specifically, for every dollar of

private sector lending, the government extends 7/6 dollars of credit to private

4R is a gross real rate. Also, foreigners who lend in the domestic economy are subject to
domestic reserve requirements.
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banks. Given the presence of binding reserve requirements in our economy, this is
equivalent to the assumption that the government lends 7 to each bank per dollar
of assets held. Clearly, we impose 7 € [0, 1].

On each unit that the government lends, it charges the gross real rate of
interest r. We assume that » < 1 holds and, in order for government loans to be
attractive to banks, R > r must hold in equilibrium as well. We do not impose
that » > R}" must be satisfied: if this condition fails the central bank charges
negative nominal rates of interest at t. This can be interpreted as the government
extends credit in combination with a subsidy. In the extreme case r = 0, the
government is simply offering a lump-sum transfer to each bank. Note that both
r and 7 are policy parameters that are selected by the government.

In order to finance its lending activity, we assume that the central bank issues
money. At date t, let p, denote the fraction of domestic borrowers who receive
loans. Then the private sector extends loans with a real rate value of au,[q —
w(k)] at t. The central bank finances a fraction 7 of this lending; hence its
loans at ¢t equal Tau,[q — w(k:)]. Similarly when the government extends loans of
Tap,_1[q — w(k:_1)] at t-1, its interest income at t equals rrap,_[q — w(k:_1)].
The difference between time ¢ loans and time ¢ interest income must be financed

with seignorage income. Hence, the time ¢ government budget constraint is given
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My — My

——— = raplg — wlk)] = rrap, g - wik-) (5-1)

Clearly, when 7 = 0, the government program is inactive.

5.3. General Equilibrium

When R > 1 holds, the reserve requirement necessarily binds. Hence (4.6) holds
with equality. That condition, along with the government budget constraint im-

plies that

meerr (1) o (v) e e

In addition, domestic lenders hold portfolios with a weight 6 attached to loans,
and a weight (1 — ) attached to reserves. Hence the return on a bank’s assets is

given by

f' (ki)

T~ wik)

+(1-0)R"

Each bank raises funds by borrowing a fraction (1 — 7) of its funds in private

capital markets, and it borrows 7 from the government. Hence any bank’s cost of
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funds equals (1 — 7)R + 7r. If there is free entry into domestic lending each bank

must earn zero profits; hence in equilibrium,

f/(kt+1)

gwlm]—F(l—Q)R;n:(l—T)R—FTT,tZl, (53)

must obtain.

Equations (5.2) and (5.3) govern the evolution of the domestic capital stock,
{k.}. Having obtained this sequence, equation (5.3) gives the equilibrium inverse
inflation rate, R;". Finally, sources and uses of funds must be equal. Sources of
funds are domestic per capita savings w(k;). Uses of funds are domestic invest-

ments, aqp,, plus real balances my, plus net claims acquired abroad, s;. Hence

sy = w(ky) — aquy —my = w(ky) — (ki /@) —my (5.4)

Equation (5.4) allows one to deduce the net flows of capital into and out of the

domestic country.

5.4. Steady State Equilibria

We begin our analysis of equilibria by examining steady states. Dynamical equi-

libria are studied in section 6.
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In steady state, the government budget constraint reduces to
m(1 —R™) = (1 —r)raulq —w(k)]. (5.5)
In addition when the reserve requirement binds, we have
1—0
m = daplg —w k)] = | —5— ) aplg — w(k)]. (5.6)

Equations (5.5) and (5.6) imply that the steady state return on reserves is given

by

R"=1-(1—1)r <1%99> (5.7)

If we now define the function H (k) by

then (5.3) and (5.7) imply that steady state capital stock satisfies the condition

OV H () + (1 — 6) [1 - (%)] —(l-PR+m  (58)
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or equivalently,

OpH(k)=R—(1—-6)+7[r— R+6(1—r). (5.9)

Evidently, in order to characterize steady states, it will be useful to know more

about the function H (k). Some of its properties are stated in the following lemma.

Lemma 5.1. The function H satisfies
(a) lim H(k) = o0

k—0

(b) lim H(k) = oo, where k= w'(q)
k—k

(e)H'(k) < 0;k < f7'(q), and

(d)H'(k) =2 0;k = fH(a).

Proof. Part (a) is, of course, immediate from the Inada conditions and w(0) = 0.

Part (b) is also obvious. For (c) and (d), straightforward differentiation yields

establishing the result. B
Lemma 1 implies that the function H has the configuration depicted in Figure

4. The following proposition is now immediate.
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Proposition 5.2. (a) Suppose that

R—(1-6)+7[r+6(1—-r)—R)

5 > HIf (@) (510)

Then there are exactly two values of k, denoted by ki and ks in Figure 4, that
satisfy (5.9).

(b) Suppose that

R—(1—-0)+7[r+6(1—r)—R)|

7 < HIf '(a) (511)

Then there is no monetary steady state with credit rationing in the presence of

foreign asset flows and a reserve requirement.

When equation (5.10) is satisfied there are two candidate steady state equi-
libria. Their associated capital stocks are denoted by k; and ks in Figure 4. In
addition, in order to verify that credit is rationed in each steady state, it is nec-
essary to check that the solutions to (5.9) imply that p < 1 holds. It is easy
to show that p < 1 in each steady state iff ko/dag < 1. It is also necessary to
verify that R™ < R holds, so that the reserve requirement binds. This will be

the case if R > 1, although clearly this is sufficient rather than necessary for the
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reserve requirement to bind. Finally, we must check that borrowers prefer borrow-
ing to lending in each candidate steady state. It is straightforward to verify that

this requirement of equilibrium will be satisfied at each candidate steady state if

(Sa=9)I" (ka)
oty > R

Parenthetically, one may ask how credit rationing can arise in a small open
economy, which presumably can absorb large quantities of funds without affecting
world capital markets? The answer derives from the presence of the CSV prob-
lem. At date t, the domestic economy has an inherited capital stock, k;. Given k;
—and w(k;)— and given the perfect foresight domestic price level sequence {p;},
domestic borrowers must offer a return on loans no less than R — (1 — §)R™ in
order to compete for funds. The highest expected return that domestic agents
can offer at t +1is ¢ f'(kiy1)/[qg — w(k:)]. Thus, given k, and R}"*, there is a largest
value of k;; that permits domestic borrowers to compete in international finan-
cial markets. Credit rationing arises, then, because any further domestic credit
extension would be inconsistent with domestic borrowers offering a competitive

rate of return on loans.'®

5For a small open economy there may also be equilibria in which credit is not rationed [see
Huybens and Smith (1997)]. It is easy to describe conditions under which equilibria without
credit rationing have the feature that all domestic investment is self-financed. When this is the
case, a government loan program will obviously be irrelevant. For this reason, we confine our
attention to equilibria in which credit is rationed.
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We close this section with an example of an economy that satisfies all of our
assumptions. The example is identical to Example 1, except for the presence of

subsidy scheme.

Example 2. Let A = 2.2, s0 (1 —6) = .6875, R =1.061, r = .965 and 7 = .011.
Then k; = 3.40028 and ky, = 6.53322. Clearly, k1 < k* < ko. It is also
worth emphasizing that this economy continues to experience credit ra-
tioning. This can be easily verified by verifying that (4.4) and (4.5) continue

to be satisfied.

5.5. Comparative statics

We now examine the comparative static consequences of changes in world financial
markets, and of changes in government policy. We focus particularly on the capital
stock and, by implication, long-run real activity in our analysis.

The effect of an increase in the world interest rate, R, depends on which
steady state obtains, as illustrated in Figure 5. In the low-capital-stock steady
state, an increase in the world interest rate from R to R’ reduces the steady state
capital stock, while the same increase raises the capital stock in the high-capital-
stock steady state. Intuitively, when the world interest rate rises, the return on
domestic investments must also rise in order for domestic borrowers to compete
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in international capital markets. In the (low) high capital-stock steady state, an
increase in the marginal product of capital (an increase in the level of internal
finance) is required to accomplish this, so that the capital stock must fall (rise).

An increase in 7 represents a policy of a higher level of credit subsidization.
The effect of such an increase depends not only on which steady state prevails,
but on the magnitude of reserve requirements, and on the magnitude of the im-
plicit subsidy provided by the government when it extends credit to banks. We

henceforth assume that'¢

R>0+(1-0)r

Under this assumption, the effect of an increase in 7 is depicted in Figure 6. An
increase in 7 has the effect of reducing (increasing) the capital stock in the high
(low)-capital-stock steady state. In effect, the increase in the size of the govern-
ment subsidy program gives banks access to cheaper sources of funds. As a result
of competition, the zero profit condition implies that the return on bank loans
must fall; in the high (low)-capital-stock- steady state this requires a reduction
in the level of internal finance (an increase in the marginal product of capital).

Thus the capital stock must fall (rise). As a corollary, giving banks access to low

16This condition is implied by our previous assumptions whenever R > 1.
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cost funds can be counterproductive as many have argued unless the economy is
in a low activity equilibrium.

The effect of an increase in 7 is depicted in Figure 7. An increase in r, for fixed
values of 7, raises the cost of funds to banks, and hence has an effect opposite to

that of an increase in 7.

6. Dynamic Equilibria

When the reserve requirement binds, equations (5.2) and (5.3) can be used to

derive the following equilibrium law of motion for the capital stock:

koo = B(r) s l&w)] [A oy -GS ) (6.1)

q— w(kt—i—l a q— w(’%)

where A(7) = (1 —7)R+ (1 —0)7r > 0 and B(1) = 1— (14 7)0. Clearly the
evolution of the capital stock is governed by a second order difference equation.
We now proceed as follows.

Defining

ki = yi, (6-2)
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we may rewrite equation (6.1) as

o = B(r) e | T L) - 2L (63)

We henceforth work with the dynamical system consisting of equations (6.2) and
(6.3) .
In order to analyze local dynamics, we linearize (6.2) and (6.3) in a neighbor-

hood of any steady state, (k,y). We then have
(ko1 — kg —y) = J(be — Ky — y)',

where J is the Jacobian matrix

Okiy1 Ok
Okt Oyt

Oyip1  Oyrir
Ok Oyt

with all partial derivatives evaluated at the appropriate steady state. It is straight-

forward to show that

Ok 41

=0, (6.4)
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Ok 41

= 1, (6.5)
OYis1 | kw'(R)
= —A(T)B(7) [q——wUﬂ)] , (6.6)
i1 kw'(k) 0y
T [q - w(kﬂ [1 i kB(r)] ' o7

Let T'(k) and D(k) be the trace and determinant of .J respectively. Then we

have
T(k) =1+ lqk—w—%l ll + 2 g@)] : (6.8)
D(k) = A(t)B(7)™! l%] . (6.9)

Notice that (6.8) can be rewritten as

T(k) =1+ A(1)"'B(r)D(k) l1+ by ]

R0 (6.10)

Now, we would like to analyze equilibrium dynamics in a neighborhood of

each steady state. The nature of these dynamics depend upon the signs of T'(k)
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and D(k), which in turn depend upon the sign of B(7) =1 — (1 + 7)6. Clearly,
B(7) > (<)0 holds if 7 < (>)15%. Thus, given the reserve requirement (1 — ),
B(1) is positive (negative) when government credit provision is relatively small
(large). We next consider each case separately.

6.1. Case 1: B(1) > 0.

When B(7) > 0 holds, we have D(k) > 0 and T'(k) > 1. Hence the eigenvalues
of J are either both positive real numbers, or they are complex conjugates. In
addition, it is possible to derive very definite conclusions about the local stability

properties of each steady state. We begin with the following result.
Proposition 6.1. When B(7) > 0 holds, T'(k)Z1+ D(k) iff q_ f(k).

Proof. Using the definitions of A(7) and B(7), we rewrite (5.8) as

owH(E) = A(r) — B(r). (6.11)

Equations (6.10) and (6.11) then imply that

_ 0¢D(k)

L+ D) = T(h) = 7

(kH(E) — 1]. (6.12)
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holds. Since kH (k) = Wjif(k)]’ it follows that kH (k)21 iff ¢S f(k). ®
Proposition 6.1 has an immediate corollary: the low-capital-stock steady state
is necessarily a saddle, while the high-capital-stock steady state is either a source
or a sink. Specifically, it is a sink (source) when D(k) < (>)1.!" In addition, local
dynamics near the low-capital stock steady state are necessarily monotone.
In order to say more about the properties of dynamical equilibria in a neigh-
borhood of the high-capital-stock steady state, we henceforth assume that the

production function takes the Cobb-Douglas form f(k) = Ak®, with § € (0,1).

Under this assumption, D(k2) has a particularly simple form:

D(ky) = (1 — 8)A(T)B(7) ko H (k3). (6.13)

Then, in particular, D(ky) < (>)1 holds iff (1 — §)A(7)B(7) 'koH (k2) < (>)1

obtains. We can now state an immediate implication of this observation.

Proposition 6.2. The high-capital-stock steady state is a source if

(1—-68)A(r)B(r)™! > 1.

Proof. Since ko > f1(q), koH (ko) > H[f *(¢)]f '(q) = 1 must hold. Thus

D(ks) > (1 — §)A(7)B(7)~!,which establishes the result. B

17See Azariadis (1993), chapter 6.4.
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Since as 7 (%) , A(T)B(1)™! — o0, it is apparent that the high-capital-
stock steady state will be a source. Thus certain choices of the size of government
credit programs will imply that the high-capital-stock steady state cannot be
approached.

We now recall that there are two steady states equilibria with credit rationing

iff (5.10) holds. Suppose that!®:

()R> (1—0)+0 [fﬁb@l

holds, and define the value 7 by

P
_R-(1-0) - 045

R—(1—-0r—20

If we assume that

(id) (1—9)(1—r)>9l1_%@],

18 Condition (i) asserts that there must be two steady state equilibria with credit rationing
when R™ =1 holds.
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then 7% € (0,1). It is then easy to verify that (5.10) [5.11] holds if 7 < (>)7*.
Stated differently, there are two nontrivial steady states equilibria with credit

rationing iff 7 < 7* is satisfied. We henceforth assume that this condition obtains.

It is also useful to know when 7* < (>) =2 holds, since if 7* < =2, B(1) > 0 is

satisfied for all 7 < 7*. It is straightforward to verify that 7 < (>) 452 obtains

ifft

(iii) (20 — )R +7r(1—0)* < (>)

1-6

Of course if 7" > =,

then the government can set 7 in such a way that two
steady state equilibria with credit rationing exist, and that B(7) < 0.
Armed with conditions on 7 such that (5.10) holds, we are now prepared

to state results concerning how the stability properties of the high-capital-stock

steady state depend on that parameter. We begin with the following proposition.

Proposition 6.3. Suppose 7* < 1%09 holds. Then for T sufficiently close to, but

below 7%, D(ky) < (>)1 holds if

P
~(-8)- b4

R—(1-0r—20

R
(iv) 1=0O)R< (>)(1-60)+{(1—-96)[R—r(1—0)]—0}

45



The proofs of propositions 6.3, 6.4 and 6.5 can be found in the appendix.
Proposition 6.3 describes what happens for large values of 7. The next proposition

describes results for small values of 7.

Proposition 6.4. (a) When 7 = 0 < 7* holds, the high-capital-stock steady

state is a sink if

) l(l - 5)31 lR —(1-9)

=0 b0 ]fﬁaqél

and if credit is rationed (u < 1).

(b) When T = 0, the high-capital-stock steady state is a source if (1—0)R > (1—6).

When (v) holds, the high-capital-stock steady state is a sink whenever the
government credit program is sufficiently small.

Finally, we state conditions under which B(7) > 0 holds, and under which dy-
namical equilibrium paths approaching the high-capital-stock steady state display
damped oscillation. Our results also imply that, depending on the choice of 7, this
endogenously arising volatility may dampen only arbitrarily slowly. Thus long-
lived, endogenously generated volatility can easily be observed for some settings

of government policy.

Proposition 6.5. Suppose that condition (v) and 7" > 152 hold. (a) Then there
exists a value 7. € (0,152) such that, when T = 7., D(ks) = 1 holds. (b) For T in
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a neighborhood of 7., T(kq)? < 4D(ks) holds. Consequently, the eigenvalues of J

are complex conjugates.

Obviously, all of the preceding results have been derived when 7 < (%)
: * 1-60 . . .
[B(7) > 0]. Assuming 7* > 7= holds, we now consider the properties of dynamical

equilibria for values of 7 such that = > 1779.

6.2. Case 2: B(1) <0.

Whenever B(7) < 0 holds, we have D(k) < 0 . It follows that J has two real
eigenvalues of opposite signs. The local stability properties of the two steady
states are dramatically altered relative to the B(7) > 0 case. For notational
purposes, let A\; and A, denote the eigenvalues of J, and let Ay > 0 > Ay. Then

we have the following results.

Lemma 6.6. Let B(7) < 0 hold. Then we have 1 + D(ky) < T(ks3) so that )\

> 1.

Proof. For B(7) < 0, equation (6.12) and koH (ko) > 1 imply that 1 + D(ks)—

T(k‘g) <0. N

The lemma implies that when 7 > 1%9, the high-capital-stock steady state

cannot be a sink. It must be either a source or a saddle. We can also establish
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that the low-capital-stock steady state cannot be a source. It must be either a

sink or a saddle.

Lemma 6.7. Let B(7) < 0 hold. Then we have 1 + D(ky) > T(k1) so that )\

< 1.

Proof. For B(r) < 0, 1 + D(k1) — T(k1) > 0 follows directly from (6.12) and
kil (k) < f Y@ H[f (g =1.®

It remains to study the magnitude of the negative eigenvalues at each steady
state. The following lemmas provide some useful information under the Cobb-

Douglas production specification.

Lemma 6.8. If 1+ A(1)B(7)"! >0, then Ay > —1.

Proof. From (6.10), we have

1+ Dk)+T(k) =1+ A(7)"'B(7))(1 — &§)[1 + kH (k)] + 26. (6.14)

If 1+ A(7)B(7)™* > 0, then 1+ D(k)+T'(k) > 0 is satisfied, and the result follows
[Azariadis (1993), chapter 6.4] W

Lemma 6.8 states a condition under which the high-capital-stock steady state
is a saddle (—1 < A2 < 0 < 1 < A;). Thus the local stability properties of the
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steady states can be reversed when B(7) < 0. In particular, there are indetermi-
nacies in a neighborhood of the low-capital-stock steady state when B(7) < 0 and
1+ A(T)B(7)™! > 0. Under the same conditions, there is a unique equilibrium
path approaching the high-capital-stock steady state. At the same time, paths
approaching that steady state must display endogenously arising fluctuations as
they do so. As we show below, for appropriate choices of 7, those fluctuations will
dampen only arbitrarily slowly.

Lemma 6.8 implies that government credit policies can potentially be used to
render equilibria in a neighborhood of the high-capital-stock steady state determi-
nate. This is clearly an argument in favor of such policies. However, determinacy
comes at the price of allowing endogenously arising volatility to emerge.

When exactly can government policy be used to induce determinacy of equi-
librium in a neighborhood of the high-capital-stock steady state? The definitions

of A() and B(7) imply that 1+ A(7)B(7)~' > 0 holds iff

1+7)0>14+(1—-7)R+(1—0)1r (6.15)

Equation (6.15) requires that both § and 7 be relatively large. In other words, the

high-capital-stock steady state will be a saddle if the reserve requirement (1—6) is
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sufficiently low, and if the size of the government program (7) is relatively large.
Not surprisingly, it is also possible to show the converse: when 6 and 7 are
relatively small, consistent with B(7) < 0, the high-capital-stock steady state is

a source. We now state the relevant result.

Lemma 6.9. If —[1 + A(7)B(7)"'] > 26/(1 — ), then A\, < —1 at the high-

capital-stock steady state.

Proof. Equations (6.14) and koH (ko) > 1 imply that 1+ D(ks) + T(k2) < 0
necessarily holds if —[1 + A(7) " 'B(r)] > 2§/(1 — §). The result then follows
[Azariadis (1993), chapter 6.4]. B

The fact that Ay > (<) — 1 holds at the high-capital-stock steady state when
7 is large (small) suggests the existence of a critical value, denoted 7, such that,
when 7 = 7, Ay = —1 at the high-capital-stock steady state. The next lemma
confirms this intuition. It is then immediate that, for some choices of 7 the high-
capital-stock steady state is a saddle, and that paths that approach it display

oscillation that dampens arbitrarily slowly.

Lemma 6.10. Suppose that 6 > % holds. Then there exists a value T € (%, 1)

such that 1+ A(7)B(7)™! = 0. In addition, there exists a value T € (10%9, T)such
that, when 7 = 7, Ao = —1 at the high-capital-stock steady state.
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Proof. Since

AmBE = 17 )_Re(+1 (i ;)9)”,

we have

since B(t) < 0 and R > r. Moreover, it is straightforward to calculate that

1+ A(7)B(7)~! = 0 holds iff

R+(1-96) N
Rt(1-0)+[20—-1-r(1-0)]

T =

and that under our hypotheses, 7 € (%, 1) . Finally, at 7 = 7, Lemma 6.9 implies
that Ao > —1. As 7 |€ 52 A(7)B(1)"! — —o0 and Lemma 6.10 implies that
Ay < —1. The existence of the desired value 7 then follows from the intermediate
value theorem. B

Lemma 6.10 nearly allows us to state an even stronger result. The lemma
implies that the dynamical system defined by equations (6.2) and (6.3) undergoes
a flip bifurcation at 7 = 7. Thus there are solution sequences to those equations
that display undamped oscillation. However, it is quite difficult to verify that such

sequences will necessarily imply that the reserve requirement binds at each date,
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so we must remain agnostic as to whether undamped oscillation is a possibility.

7. Concluding Remarks

We have analyzed the effects of a government credit program (rediscounting) in
a small open economy with a domestic credit market friction. We have seen that
such a program can potentially have a positive effect on long-run output levels
only when the economy is in a development trap; otherwise it is counterproductive.
We have also seen that such programs can give rise to endogenous volatility. On
the other hand, central bank rediscounting on a large scale can render the high
activity steady state determinate. In this sense, there is a tension in central bank
rediscounting between the determinacy of equilibria — on the one hand — and the
level of output and the volatility of output and inflation, on the other.

Of course these results have been obtained only for one particular — albeit
important — kind of program: the central bank conducts monetary policy by re-
discounting private loans. An important issue for future research concerns whether
similar results can be obtained for other types of credit programs, for example

loan guarantees or interest rate controls.

52



8. Appendix

Proof of Proposition 6.3:
AsT 17 <2 k| f7'(g). Then, we have D(ks) — (1 — §)A(r*)B(r*)~.
Hence, for 7 near (but below) 7%, D(ks) < (>)1holdsiff 1 > (<) (1-8)A(7*)B(7*) "

Using the definitions of A(7), B(7), and 7*, this condition is equivalent to

()
R—0—(1-0)r

(1—&R—(1—8)R—r(1—0)

R—(1-0)- % ]

R—(1-0)- %

R—0—(1—0)r

< (>)1-0)+0

Rearranging terms gives condition (iv). B

Proof of Proposition 6.4:

a) When 7 = 0, we have A(0)B(0)™' = —£- and -in addition— Oy H (k) =
(1-9)

R — (1 —6). Hence, when 7 = 0 holds,

Moreover, if credit is rationed (u < 1) , k2 < ¢aq holds. Hence if

[(11—_52}2] [R _9(@1@_
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we have D(ky) < 1when 7 = 0.1

(b) We have

D(kz) = (1=06)A(r)B(r)" keH (ks) = (1= 8)A(T)B(1)™" [~ (@) H(f(q))

= (1-8§)A(r)B(r)™

Moreover, A(0)B(0) ' = t£. Hence if (él_fgf > 1, D(k2) > 1 holds when 7 =0. R
Proof of Proposition 6.5:

(a) Condition (v) implies that, when 7 = 0, D(ks) < 1holds. If 7* > 152 also
holds, then as 7 T 52, A(7)B(7) ' 1 co. Since D(k2) = (1 — 8)A(7)B(7)k2H (k2)
> (1—6) A()B(r)7! it follows that as 7 1 5%, D(ky) > 1 must hold. Since
A(1)B(r)~'and ks vary continously with 7,for 7 < 1=, the existence of the de-
sired value 7.is implied by the intermediate value theorem.

(b) When 7 = 7., D(k2) = 1holds. It follows that, at 7 = 7., T(k2)? < 4D(kz) is
equivalent to T'(ky) < 2. But when D(ky) = 1, equation (6.12) implies that

0

Tk =2~ lA(TC)k:g

1 (ko H (k2) — 1] < 2,

Yky < paq holds at 7 = 0 iff Oy H|[pag] > R — (1 — 6).
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since for 7 < 7%, koH (ko) > f~*(q)H[f'(q)] = 1. The claim then follows from

continuity. Il
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