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What is Machine Learning?



– Tom Mitchell, 1998

“the study of computer programs that 
improve automatically with experience”



What is Machine Learning?
Prediction [supervised learning]
‣ What movie will you like?
‣ What is the biological effect of this molecule?
‣ What will be China’s 2018 GDP?

Finding Structure in Data [unsupervised learning]
‣ What genes are relevant to this disease?
‣ Is there a low-dimensional representation of these data?
‣ Make me more objects like this one. 

Decision Making [reinforcement learning]
‣ Should we offer credit to this person?
‣ Should we perform this medical treatment?
‣ Should the car stop at this intersection?



What is Machine Learning?

Computer
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Machine Learning



Supervised Learning
Using data to build a function approximation.



Supervised Learning & Function Approximation



Machine learning

Machine learning (ML):

1. Collect data that is evidence of some phenomenon

2. Specify a model (a set of functions) that might capture that phenomenon

3. Optimize: find function in that set that best describes the data

Example: computer vision

Bad function f

 !
= 9 f

 !
= 7 ...

OK function f

 !
= 3 f

 !
= 5 ...

Good function f

 !
= 8 f

 !
= 9 ...

ML turns learning into a problem of numerical optimization.

Supervised Learning & Function Approximation



Detecting Faces



Farabet et al - ICML 2012

Scene Parsing



Depth Map from a Single Image

Saxena, Sun and Ng. IEEE TPAMI (2008)

Used a neural network to predict 
the output of a laser depth scanner.



Supervised Learning of Natural Language

‣ Input:

‣ Profits soared at Boeing Co., easily topping forecasts on Wall Street, 
as their CEO Alan Mulally announced first quarter results.

‣ Output:

‣ Profits/N soared/V at/P Boeing/N Co./N, easily/ADV topping/
V forecasts/N on/P Wall/N Street/N, as/P their/POSS CEO/N 
Alan/N Mulally/N announced/V first/ADJ quarter/N results/N.

‣

(M. Collins)



Image Captioning

Image from Google



Movie Recommendations

‣ October 2006: Netflix released user ratings data spanning six years
‣ [anon ID, date, title, year, rating]
‣ Some noise added
‣ 100M+ ratings
‣ 480K+ users
‣ 17K+ movies
‣ Objective: perform better than Netflix’s  

internal algorithm in terms of RMSE on  
held-out test data.

‣ $1M Grand Prize



Identifying Cancer Cells

mately an order of magnitude greater than current methods (SI
Text) (19).

Briefly, we employ inertial focusing, a sheathless method
of ordering cells in flow (20–22), to deliver suspended cells
uniformly to an extensional flow (23) region where they are de-
formed (Fig. 1 A–D). Uniform delivery leads to increased unifor-
mity in the hydrodynamic stresses and resulting deformation of
individual cells (Movie S1). A microfluidic approach also allows
tuning of the magnitude of hydrodynamic stresses, which is im-
portant to be able to obtain sensitive measurements for cells with
a range of deformabilities (Fig. S1 and Movies S1–S3). After en-
tering the extensional flow region, an inverted microscope-
mounted high-speed camera records several thousand deforma-
tions per second. Then, an automated image analysis algorithm
finds and tracks cells to quantify initial diameter and deformabil-
ity (the length of the long axis of a deformed cell divided by a
perpendicular shorter axis), which are plotted in flow cytome-
try-like 2D scatter plots (Fig. 1 E–F and Fig. S2). This automation
limits user bias and strengthens repeatability, which are notable
issues with manual mechanical measurements. Further, the abil-
ity to measure whole-cell deformation of spherical cells in suspen-
sion limits variability due to the contact point of AFM tips or
micropipettes on mechanically heterogeneous attached cells
(e.g., significant differences in stiffness in the vicinity or far from
actin stress fibers) (24). However, in cases where this heteroge-
neity during adhesion is of interest, we cannot directly probe cells
(a task that can be performed by AFM and micropipettes).

In this work, we thoroughly characterize the method and pro-
vide demonstrations of its robustness and utility with more than
100,000 single-cell mechanical measurements: in clinical screen-
ing of pleural fluids for malignant cells and characterization of
stem cell differentiation state. Mechanistic and experimental
details are provided in the SI Materials and Methods. Specifically,

we discuss modes of deformation, standard operating protocols
(cell densities, flow rates), and methods of controlling for me-
chanical drift (Fig. S3) that occurs when adherent cells are
brought into suspension.

Results and Discussion
Validation and Calibration of Measurements. Clearly, cells are com-
plex viscoelastic objects; however, we investigated the deforma-
tion of several simple model systems to validate and calibrate our
measurements. Surfactant-stabilized oil droplets of low surface
tension and known viscosity were measured to confirm that de-
formability cytometry could distinguish between objects of differ-
ent viscoelastic properties. Droplets from 500 to 10,000 cSt,
deformed an amount trending with their internal viscosity (exter-
nal viscosity was held constant; see SI Materials and Methods,
Fig. S4, and Movies S4–S6), allowing for evaluation of an effec-
tive viscosity of a deformed cell. We describe the viscosities of
these emulsions as ratios of their internal dynamic viscosity, μi,
to that of water, μoðλ ¼ μi∕μoÞ (25, 26). Cell mechanical behavior
is predominantly determined by viscous properties at high strain
rates (27, 28). Generally, cells deformed like emulsions with
λ < 9;650. As further validation, we also see a large decrease
in deformability upon chemically cross-linking proteins in HeLa
cells (cervical carcinoma cells fixed with 4% formaldehyde;
see Fig. S4).

Next, we characterized the intrinsic noise level of deformability
cytometry by measuring physical properties of rigid polystyrene
microspheres (Fig. S4 andMovie S7). The semiinterquartile range
of the deformability measurement was an order of magnitude low-
er than that of a cancer cell line, suggesting that variability in cel-
lular deformation measures is not because of measurement error.
A correctable systematic error in the deformability of these rigid
particles was also observed, which can be attributed to 1 μs expo-
sure time blur in the direction of particle motion.

Certainly, a barrier to translation of biophysical measurements
is repeatability and variability between labs. We measured the
deformability of the breast cancer epithelial MCF7 cell line on
different days in different replicas of the device and found no
statistical difference (nonparametric Wilcoxon ranked sum; P ¼
0.22; Fig. S3). It will still be important to confirm this minimal
variability when the technique is applied in other labs.

Identification of Inflammation and Malignancy in Pleural Fluids. Con-
fident in the accuracy of our deformability measurements, we
initiated studies to examine the mechanical properties of cells
suspended within blood and pleural fluids, analysis of which pro-
vides insight into various diseases such as inflammation, bacterial
infections, and tumor progression (3). It has been hypothesized
that the invasiveness of metastatic cells, which may accumulate in
these fluids, is conferred by increased deformability (1), and there
is a precedent for using mechanical measurements of small sam-
ple sizes of biopsied cells for clinical diagnostics (29) in which
mechanical measurements correlated with current immunohisto-
chemical methods (3). Work by Cross et al. (3) showed that me-
tastatic cancer cells disseminated in pleural fluid were 70% softer
than benign cells from the same sample (N ¼ 40 cells), and Re-
mmerbach et al. (29) found that oral squamous cell carcinoma
cells obtained by mucosal biopsy were 3.5 times more compliant
than cells from healthy patients using a sample of 71 cells. How-
ever, in these previous studies, time-consuming protocols are first
needed to select cells to measure. By using deformability cytome-
try, sampling thousands instead of tens of cells is possible such
that all cells in a complex population can be measured without
preselection. Improved statistical accuracy is conferred, and iden-
tification of outlier populations is possible.

Pleural fluid—the fluid that accumulates in the space between
the lungs and the chest cavity—is of diagnostic importance for
metastatic disease. Cytological examination of pleural fluids

Fig. 1. Principles of deformability cytometry. (A) A photograph of the mi-
croscope-mounted and fluid-coupled microfluidic deformability cytometry
device. Only a single inlet is required. (Scale bar: 25 mm.) (B) A schematic
of the microfluidic device (channel height ¼ 28 μm) that focuses cells to
the channel centerline before delivering them to the stretching extensional
flow is shown. Cells can enter the extensional flow from both directions. (C) A
schematic of the deformation of a cell delivered to the center of an exten-
sional flow by being previously aligned at an inertial focusing position, Xeq is
shown. (D) High-speed microscopic images showing a focused cell entering
the extensional flow region. Delivery and stretching occurs in less than 30 μs.
(Scale bar: 40 μm.) (E) Definitions of the shape parameters extracted from
images are shown. (F) Density scatter plot of 9,740 size and deformability
measurements of single human embryonic stem cells.

Gossett et al. PNAS ∣ May 15, 2012 ∣ vol. 109 ∣ no. 20 ∣ 7631
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for detection of malignancy is not always reliable, with an overall
sensitivity rate ranging from 40–90%, with higher false-negative
rates for mesotheliomas and lymphomas (30, 31). Furthermore,
the preparation of cell smears and blocks (Fig. 2 D–G, Right)
requires technician-intensive fixation, labeling, and sample pre-
paration, followed by manual microscopic scanning of slides by
the cytopathologist to visually identify cells with suspicious fea-
tures. Immunofluorescence flow cytometry is not routinely per-
formed in the clinic. The reason is that the reagents and instru-
ments for these systems must be routinely calibrated—(i) the
fluorophore-conjugated antibody must have extensive quality
control to make sure there are minimal batch-to-batch variations
in fluorescence; (ii) the flow cytometer laser power and detector
sensitivity must also be routinely calibrated with uniform intensity
standard fluorescent beads. Notably, a deformability measure-
ment is an intrinsic property of a cell and therefore does not de-
pend on the quality of a label or power of a detector.

Pleural fluid contains a high density of blood cells that may
obscure cells of interest. To gain insight into how this leukocyte
population would appear in the pleural fluid, we first measured
the deformability of resting peripheral blood mononuclear cells
(PBMCs) and PBMCs activated with an anti-CD3 antibody
(12F6) or phytohaemagglutinin (PHA) for 2 d. On average, sti-
mulated PBMCs were much more deformable and slightly larger
(12F6 activated PBMCs: median deformability ¼ 1.47, N ¼
3;474; PHA activated PBMCs: median deformability ¼ 1.45,
N ¼ 4;765) than unstimulated PBMCs (median deformability ¼
1.18, N ¼ 4;377; Fig. 2A). Activated PBMCs deformed similarly
to oil-in-water emulsions with λ ≤ 760, whereas untreated con-
trol PBMCs deformed similar to emulsions with λ ¼ 970. Micro-
filaments, microtubules, and the intermediate filament, vimentin,
reorganize during activation. It is hypothesized that this reorga-
nization—a loss of rigidity—enables transendothelial migration

(32, 33). On the other hand, granulocytes were expected to
become less deformable upon stimulation. Here, in vitro activa-
tion of granulocytes with N-formyl-methionine-leucine-phenyla-
lanine treatment shifted the median deformability value
from 1.19 to 1.33 (P < 0.001,Nresting ¼ 3;200,Nactivated ¼ 3;374)
and increased the number of highly deformable cells above
deformability ¼ 1.4 (Fig. 2B). Although this observation does
not agree with previous studies, previous measurement methods
are prone to misinterpret changes in cell size and adhesiveness as
increases in cell stiffness (34). Most importantly, we have repro-
ducibly measured these differences and expected to be able to
detect these changes for stimulated leukocytes in vivo.

Through characterization of cells from the pleural fluids of 47
patients (Movie S8), we constructed deformability cytometry pro-
files of the primary cell populations associated with the common
disease states detectable by cytological analysis and developed a
2D gating strategy to classify unknown samples (Fig. 2C). These
profiles are based on our initial scatter plots for PBMCs and sti-
mulated PBMCs as well as correlation with the cytology diagno-
sis. We performed deformability cytometry on pleural effusions
collected within the same day in parallel with traditional cytolo-
gical methods; possible cytological diagnoses included: negative
for malignancy, positive for malignancy, acute inflammation as-
sociated with an increased neutrophil population, and chronic in-
flammation—associated with a larger fraction of lymphocytes and
histiocytes. In the diagnosed carcinoma cases, the tissue of origin
was often known from patient history. Prior to deformability cy-
tometry, any red blood cells in the pleural fluids were hypotoni-
cally lysed leaving behind white blood cells, benign mesothelial
cells, and cancer cells, if present. Leukocytes make up a majority
of the cellular population in pleural fluids, but metastasized
tumor cells from ovarian cancer, breast cancer, lung cancer, gas-
trointestinal track cancer, mesothelioma, and lymphoma can

Fig. 2. Mechanical measurements help distinguish populations of cells within blood and pleural fluids. (A) Density scatter plots of the size and deformability of
untreated PBMCs and PBMCs stimulated with 12F6 or PHA. (B) Density scatter plots of the size and deformability of untreated granulocytes and granulocytes
stimulated with N-formyl-methionine-leucine-phenylalanine. (C) Locations of cell populations found in pleural fluids on a size-deformability map: (i) nonac-
tivated leukocytes, (ii) nonactivated leukocytes, (iii) activated mononuclear cells, (iv) mesothelial cells, (v) suspicious cells. Density scatter plot of the size and
deformability (Left) and typical cell blocks and smears (Right) of cells within pleural fluid of a patient diagnosed: (D) negative for carcinoma, (E) negative for
carcinoma but with chronic inflammation, (F) negative for carcinoma but with acute inflammation, and (G) positive for carcinoma.

7632 ∣ www.pnas.org/cgi/doi/10.1073/pnas.1200107109 Gossett et al.
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Label cancer cells from non-invasive microfluidic flow measurements.



Predicting Mortality in the ICU
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Use physiological measurements to predict whether a 
patient in intensive care will survive.



Supervised Learning

Learner

(x1, y1)

(x2, y2)

(xN , yN )

...
Classifier

X

Y



Deep Learning
It’s just adaptive basis function regression.



Neural networks for statisticians and economists

x

y = ✓Tx‣ This is function approximation.

‣ Regression, but fit the basis too.

‣ Adaptive basis function GLM

‣ Common bases: linear map then 
element-wise tanh or rectified linear

‣ Typically estimated via MAP

‣ “Deep” = composition of bases

‣ Automatic differentiation is key
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Neural networks for statisticians and economists
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Neural networks for statisticians and economists
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Associativity and the Chain Rule
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Forward Mode Automatic Differentiation
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“Backpropagation”: Reverse Mode Automatic Differentiation

cat
dog

horse
cow

h : RK ! RM L : RM ! Rg : RJ ! RKf✓ : RD ! RJ


dL
dh

�
dh

dg

�
dg

df

�
df

d✓

�

⇥ ⇥ ⇥=

@

@✓
L(h(g(f✓(x)))

|✓|⇥ J J ⇥K K ⇥M M ⇥ 1

Right to left:
O(KM + JK + ✓J)

@

@✓
L(h(g(f✓(x))) =


df

d✓

� 
dg

df

� 
dh

dg

� 
dL
dh

�



Unsupervised Learning
Identifying structure in data without known ground truth.



3d Structure from Image Collections

Agarwal, Snavely, Simon, Seitz, Szelisky (ICCV 2009)



3d Structure from Image Collections

Agarwal, Snavely, Simon, Seitz, Szelisky (ICCV 2009)



3d Structure from Image Collections

Agarwal, Snavely, Simon, Seitz, Szelisky (ICCV 2009)



Ranking Online Gamers

The TrueSkill system for XBox 
rankings uses an ML probabilistic 
model to estimate the abilities of 
millions of gamers and match them 
into teams.

Herbrich et al - NIPS (2006)



Finding Communities in a Social Network

Szell et al, Nature 2012



Extracting Topics from Text
Used to explore and browse document collections
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Top Ten Similar Documents

Exhaustive Matching of the Entire Protein Sequence Database

How Big Is the Universe of Exons?

Counting and Discounting the Universe of Exons

Detecting Subtle Sequence Signals: A Gibbs Sampling Strategy for Multiple Alignment

Ancient Conserved Regions in New Gene Sequences and the Protein Databases

A Method to Identify Protein Sequences that Fold into a Known Three- Dimensional Structure

Testing the Exon Theory of Genes: The Evidence from Protein Structure

Predicting Coiled Coils from Protein Sequences

Genome Sequence of the Nematode C. elegans: A Platform for Investigating Biology

Top words from the top topics (by term score) Expected topic proportions

Abstract with the most likely topic assignments

D. Blei Topic Models

Figure by David Blei



Modeling Sports Data
Representing Players: shot moments

James Harden (965 shots)
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Representing Players: shot moments

LeBron James (315 shots)
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Stephen Curry (940 shots)
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Low-dimensional structure in NBA shooting patterns



Spatiotemporal Patterns on Networks
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Inferred Gang Territories and Interactions

Modeling network-driven patterns of violence in Chicago
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Generative Models for Synthesizing Data

Under review as a conference paper at ICLR 2016

Figure 10: More face generations from our Face DCGAN.

15

Original DFI + Artifact RemovalDFI

Figure 1. (Zoom in for details.) Aging a 400x400 face with Deep Feature Interpolation, before and after the artifact removal step,
showcasing the quality of our method. In this figure (and no other) a mask was applied to preserve the background. Although the input
image was 400x400, all source and target images used in the transformation were only 100x100.

olderinput mouth open eyes open smiling facial hair spectacles
Figure 2. (Zoom in for details.) An example Deep Feature Interpolation transformation of a test image (Silvio Berlusconi, left) towards six
categories. Each transformation was performed via linear interpolation in deep feature space composed of pre-trained VGG features.

images. It also requires that sample images with and without
the desired attribute are otherwise similar to the target image
(e.g. in the case of Figure 1 they consist of images of other
caucasian males).

However, these assumptions on the data are surprisingly
mild, and in the presence of such data DFI works surprisingly
well. We demonstrate its efficacy on several transformation
tasks that generative approaches are most commonly evalu-
ated on. Compared to prior work, it is often much simpler,
faster and more versatile: It does not require re-training of a
convnet, is not specialized on any particular task, and it is
able to deal with much higher resolution images. Despite
its simplicity we show that on many of these image editing
tasks it even outperforms state-of-the-art methods that are
substantially more involved and specialized.

2. Related Work

Probably the generative methods most similar to ours
are [23] and [28] as these also generate data-driven attribute
transformations and rely on deep feature spaces. We use
these methods as our primary point of comparison, although
they rely on specially trained generative auto-encoders and
are fundamentally different in their approaches to learn im-

age transformations. Works by Reed et al. [29, 30] propose
content change models for challenging tasks (identity and
viewpoint changes) but do not demonstrate photo-realistic
results. A contemporaneous work [4] edits image content by
manipulating latent space variables but their approach fails
when applied directly to existing photos. An advantage of
our approach is that it works with pre-trained networks and
has the ability to run on much higher resolution images. In
general, many other uses of generative networks are distinct
from our problem setting [13, 6, 47, 33, 26, 7], as they deal
primarily with generating novel images rather than changing
existing ones.

Gardner et al. [9] edits images by minimizing the witness
function of the Maximum Mean Discrepancy statistic. The
memory needed to find w by their method grows linearly
whereas DFI removes this bottleneck.

Mahendran and Vedaldi [25] recovered visual imagery by
inverting deep convolutional feature representations. Gatys
et al. [11] demonstrated how to transfer the artistic style of
famous artists to natural images by optimizing for feature
targets during reconstruction. Rather than reconstructing
imagery or transferring style, we construct new images with
different content class memberships.

Upchurch et al. 2016: Aging Faces

Radford et al. 2016: Bedroom Scenes

Radford et al. 2016: Faces



Reinforcement Learning
Interacting with an environment to maximize reward.



Learning to Plan and Make Decisions: Go

‣ Go is a much harder game for 
computers to solve than chess.

‣ Has been a “holy grail” with solutions 
thought to be decades away.

‣ DeepMind’s AlphaGo surprised the 
world by beating a champion.

‣ Bespoke approach based on 
recognizing board positions, tree 
search, expert data, lots of self play.



Learning to Plan and Make Decisions: Atari

‣ Agenda initiated by DeepMind to tackle 
AI via playing old Atari games.

‣ Intellectual concept: transfer learning 
across different games.

‣ Huge amount of experience required for 
competent play.

‣ Serious issues around reproducibility.

‣ Unclear how the results generalize.
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Learning to Plan and Make Decisions: Robotics

‣ Traditional domain for AI research

‣ Widely available simulators have enabled 
more researchers to study robotics.

‣ Emphasis on abstractions of high-level 
human tasks.

‣ For low-level problems 
still not competitive  
with traditional control  
approaches.

‣ Very few guarantees.



Learning to Plan and Make Decisions: Automating Design

‣ Iterative design is a sequential 
decision making process.

‣ Big opportunities for modeling 
and automation with ML.

‣ Successes in materials design:  
Light emitting diodes 
Photovoltaics 
Fluorescent proteins

‣ Entering more traditional spaces 
in controls, mechanical & 
chemical engineering.



Why the Hype? What’s Changed?

‣ Faster hardware: GPUs and ASICs

‣ Web-scale data

‣ Better tools for automatic differentiation

‣ Some new technical tricks

‣ Large investments by tech companies

‣ Some big problems have yielded to focused effort, e.g., AlphaGo



What About Artificial Intelligence?
Weak AI

‣ Designed to automate particular tasks, e.g.,  
play Go, drive cars, recognize cats, predict ad clicks, recognize speech

‣ Often can meet or exceed human performance.
‣ Typically requires months or years or dedicated human effort.

‣ Deep learning has made it easier to roll some of these out.

Strong AI

‣ Anthropocentric: “Whatever humans can do”

‣ Highly unlikely without many new technical advances.
‣ Not somehow uniquely enabled by deep learning.


