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Abstract

We find that banks subject to the Liquidity Coverage Ratio (LCR banks) create less
liquidity per dollar of assets in the post-LCR period than non-LCR banks by, in part,
lending less. However, we also find that LCR banks are more resilient as they contribute
less to fire-sale risk, relative to non-LCR banks. We estimate the net after-tax benefits
from reduced lending and fire-sale risk to be about 1.4% of assets in 2013Q2-2014 for
large banks. Our findings, which we show are unlikely to result from capital regulations,
highlight the trade-off between lower liquidity creation and greater resilience from

liquidity regulations.
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1 Introduction

Banks create liquidity by funding illiquid, long-maturity assets with liquid, short-term li-
abilities, thereby providing liquidity and maturity transformation services. In the process,
they take on risk from liquidity and maturity mismatches. While liquidity buffers can pro-
vide insurance against this risk, banks are likely to under-provide liquidity ex-ante due to
moral hazard or negative externalities. These issues became prominent in the financial crisis
of 2007-2008, prompting regulators to implement liquidity requirements for banks, such as
the Liquidity Coverage Ratio (LCR). The LCR requires internationally active bank holding
companies (BHCs or simply “banks”) with assets of $50 billion or over to hold enough high
quality liquid assets (HQLA) that can be liquidated to cover 30 days of expected net cash
outflows during a stress event.

The LCR encourages covered banks to lower their liquidity mismatch by reducing the
shares of illiquid assets and liquid liabilities on their balance sheets. Consequently, the
banking sector as a whole may produce less liquidity since the large US banks that implement
LCR have historically created the most liquidity (Berger and Bouwman (2009)). On the other
hand, reduced holdings of illiquid assets (such as loans) held in common by LCR banks may
also reduce the price impact of fire-sales (Allen and Gale (2004)). Further, LCR banks may
become less complex since illiquid securities also tend to be complex. Consequently, banks
are likely to become more resilient in the short-term, as intended by the LCR.

In this paper, we empirically examine the short-run trade-off between LCR banks’ lig-
uidity creation and their resilience. While liquidity creation decreases as banks hold more
HQLA, all else equal, banks may offset this effect by increasing the share of illiquid assets
in their non-HQLA portfolios. Similarly, systemic risk may increase if LCR results in banks
having similar, correlated exposures (Cecchetti and Kashyap (2018)). Thus, the nature of
the trade-off (if any) is an empirical question.

Our liquidity creation measure is the Liquidity Mismatch Index (LM1I) (Bai, Krishna-

murthy and Weymuller (2018)), which is defined as the liquidity weighted liabilities minus
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liquidity weighted assets. To compare banks of different sizes, we divide LM I by total as-
sets, and denote the normalized measure as LMIN. For example, if a bank’s only assets
are loans worth $100 (weight=0.2, say), fully funded with demandable debt (weight=1, say),
then LMT = $80 and LMIN = 0.8.

To identify LCR effects, we examine changes in liquidity creation by banks that are
required to implement LCR (LCR banks) relative to smaller banks that are not subject to
LCR (non-LCR banks) since 2013Q2, the quarter after the Basel LCR rules were finalized.
We show that, since 2013Q2, there is lower liquidity creation LM in the banking sector,
and LCR banks are responsible for most of this reduction. Further, LCR banks have lower
liquidity creation per dollar of assets LMIN since 2013Q2, compared to non-LCR banks.
Lower liquidity creation by LCR banks occurs on both sides of their balance sheets, via lower
shares of illiquid assets and liquid liabilities. We verify that the parallel trends assumption
is satisfied (Section and that the results are robust to using an alternative liquidity
creation measure by Berger and Bouwman (2009) and including off-balance-sheet liabilities.

To further identify LCR effects, we examine changes in asset and liability items within
liquidity categories and find that these changes mainly respond to LCR rules. For example,
considering liquid assets, while LCR banks increase their share of HQLA, they decrease
their share of structured products (that are ineligible as HQLA), relative to non-LCR banks.
Similarly, regarding liquid liabilities, they increase their share of insured deposits that are
treated favorably under LCR rules but reduce their shares of uninsured deposits and short-
term funding that are less favorably treated under the rules. In other words, LCR banks do
not prefer liquid assets and illiquid liabilities broadly, implying that our results are unlikely
to be due to a shift in bank preferences since 2013Q2 instead of LCR.

Next, for liquid assets and liabilities, we distinguish the effects of LCR from those of
post-crisis capital regulations that also impinged on LCR banks. We compare GNMA and
GSE MBS - similarly risky assets but with a lower LCR haircut for GNMA. We find that
LCR banks increase the share of GNMA but not of GSE MBS since 2013Q2, relative to non-



LCR banks, consistent with the effect of LCR but not those of risk-based capital rules. We
further consider securities classified as Available-for-sale (AFS) or Held-to-maturity (HTM)
for accounting purposes. While LCR treats these holdings equally, the Basel 111 capital rules
incentivize large banks to reclassify securities holdings as HTM (Fuster and Vickery (2018)).
We find that large LCR banks do not favor HT'M over AFS holdings, inconsistent with an
effect of the capital rules. Finally, while LCR rules are the same for global systemically
important banks (G-SIBs) and other large LCR banks, G-SIBs face a higher leverage ratio.
However, our results for G-SIBs are mostly inconsistent with effects of the leverage ratio.

Lower liquidity creation might hurt the real economy if banks lend less in order to shed
illiquid assets, potentially lowering output and employment. We show that LCR banks
provide less loans, relative to non-LCR banks since 2013Q2. We further show, by exploiting
differences in implementation of LCR and capital rules that, with a few exceptions, these
results cannot be attributed to stress tests or risk-based capital rules. To separate credit
demand and supply effects, we use unique bank survey data on lending standards, and find
that LCR banks also tighten lending standards and attribute this partly to regulation or
supervision. These results are consistent with lower credit supply due to LCR.

While banks reduce lending following LCR, they may also become more resilient. Using
estimates by Duarte and Eisenbach (2015) that build on the vulnerable banks framework of
Greenwood, Landier and Thesmar (2015), we find that LCR banks’ contributions to banking
sector fire-sale losses decline since 2013Q)2, relative to non-LCR banks, driven mostly by the
illiquidity component of fire-sale risk. Moreover, using two different complexity measures,
we also find that LCR banks have less complexity risk since 2013Q2, relative to non-LCR
banks[l] These results imply increased bank resilience to liquidity risk following LCR.

Do the benefits of increased resilience offset the costs from lower lending due to LCR?
This is a challenging task as we cannot estimate the real economy effects of lending. Further,

non-bank lending may offset bank lending while also creating financial instability (Gete and

LComplexity is measured by the share of net derivative liabilities and by the number of subsidiaries of
BHCs (Cetorelli, Jacobides and Stern (2017)) of LCR banks, relative to non-LCR banks.

3



Reher (2018)). Nevertheless, we provide a rough estimate of the net after-tax benefits from
lower lending and fire-sale risk to be about 1.4% of assets or $13.5 billion per bank-quarter in
2013Q2-2014 for banks with more than $250 billion in assets. However, we find insignificant
benefits for smaller LCR banks. These results support recent actions by US regulators to
exempt smaller banks from LCRE]

This paper has four contributions. First, following Carletti, Goldstein and Leonello
(2018), we examine LCR effects on both sides of the balance sheet. Our results indicate
that LCR banks reduce lending and short-term repo funding, along with securitizations.ﬂ
In other words, LCR banks do less “securitized banking” (Gorton and Metrick (2012))).
Second, we introduce new identifications to distinguish the effects of capital and liquidity
rules on lending and provide new results on how LCR affects lending standards. Third, we
identify (and confirm) channels whereby LCR increases bank resilience. Finally, we examine
the net benefits from reduced bank lending and greater bank resilience.

The remainder of the paper is organized as follows. In section [2] we review the literature
on liquidity regulations. Section [3| provides background on LCR and post-crisis capital regu-
lations. In section[d] we discuss the data, likely bank responses to LCR and our methodology.
In section o] we show the effect of LCR on liquidity creation by LCR and non-LCR banks.
In section [0, we examine if bank responses to LCR are driven by shifts in LCR banks’ lig-
uidity preferences. Section [7] assesses whether capital or liquidity regulations drive changes
in liquid assets and liabilities. The effects of LCR on banks’ loans and standards, and on
fire-sale and complexity risk, are investigated in sections [§] and [9] respectively. Section

concludes. Additional results are in the internet appendiXE]

2Senate Bill 2155, passed on May 24, 2018, raised the size threshold for prudential regulations. See
https://www.congress.gov/bill/115th-congress/senate-bill/2155.

3As we account for changes in securitizations in our regressions, reduced lending by LCR banks cannot
be explained by less securitizations.

‘https://www.newyorkfed.org/medialibrary/media/research/staff_reports/sr852_appendix.
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2 Literature Review: Liquidity Regulations

Banks may be specially qualified to provide liquidity to the economyl’| Traditionally, banks
created liquidity by funding loans, that they held to maturity, with demandable deposits
(Diamond and Dybvig (1983)). Modern banks sell off or securitize loans and the funding
occurs via short-term repos or asset-backed-securities that are subject to runs. Both types
of liquidity creation result in liquidity mismatches on bank balance sheets. To manage this
liquidity risk, banks need liquidity buffers. However, financial markets may under-provide
liquidity due to incentive reasons or market incompleteness, and so liquidity regulation is
needed to enhance banks’ resilience to liquidity shocks (Allen and Gale (2017))f]

Does the optimal liquidity regulation involve quantity restrictions? Rochet (2008) pro-
poses a two-part liquidity ratio, a uniform part to deal with individual bank failures and a
second part that varies with a measure of macro shock. Allen and Gale (2004) find that a
liquidity floor improves over the competitive market allocation. Farhi, Golosov and Tsyvin-
ski (2009) show that the optimal regulation is a liquidity floor that requires intermediaries
to hold a minimal portfolio share in the short-term asset. However, Glaeser and Shleifer
(2001) note the difficulty of choosing the eligible liquid assets and their weights. Our results
highlight that these choices may have unintended effects on banks’ portfolio decisions, since
the liquidity preferences of banks and regulators differ. Also, unlike the LCR, it is generally
optimal for the liquidity requirements to vary with bank characteristics (Farhi et al. (2009)).

Liquidity regulations potentially mitigate banks’ vulnerability to liquidity shocks. Calomiris,
Heider and Hoerova (2015) show that cash requirements limit default risk and encourage pru-
dent risk management. Our results show that, as illiquid and opaque asset shares are lower,
liquidity regulations limit the fire-sale and complexity risks of banks. However, Diamond

and Kashyap (2016) point out that quantity regulations are ex-post inefficient as the bank

®Banks may be special as they have significant synergies between deposit-taking and lending (Kashyap,
Rajan and Stein (2002)), or expertise in managing risk (Harry and Stulz (2015), among other reasons.

SEx-ante liquidity regulations may also be needed to offset ex-ante moral hazard caused by ex-post lender
of last resort interventions (Cao and Illing (2010)).



must continue to hold liquid assets after a run. This inefficiency is removed if the bank can
borrow from the central bank against liquid assets. Indeed, Santos and Suarez (2019) argue
that the liquidity buffer allows banks to buy time in crisis by paying off some debt, allowing
the central bank to make a more informed liquidity support decisionﬂ

Our paper is about the effect of LCR on liquidity creation across the entire balance sheet,
a focus is consistent with Carletti et al. (2018) who show that regulations should consider
both sides of bank balance sheets. While Berger and Bouwman (2009) show that higher
capital increases liquidity creation by large banks, the effect of liquidity requirements on
liquidity creation has not been studied. Instead, research has mostly focused on the effects
of LCR on lending. Early versions of LCR suggest a decrease in lending (OFR (2014)),
but no such effects are found for European banks (EBA (2013)). Others study pre-LCR
liquidity regulations in Netherlands (Haan and van den End (2013)) and UK (Banerjee and
Mio (2018)). The former report that most banks hold more liquid assets than required while
the latter find no effect on lending but lower short-term wholesale funding and inter-bank
borrowings. Of theoretical studies, Perotti and Suarez (2011) conclude that LCR is effective
in limiting credit expansion when banks differ in their incentives to take on risk. However,
the LCR may impose large deadweight costs when banks differ in their lending capacities.

If credit risk and run risk endogenously interact, Kashyap, Tsomocos and Vardoulakis
(2017) show theoretically that capital regulations result in lower lending and liquid asset
holdings while the opposite is true for liquidity regulations. We find that LCR has a negative
effect on lending and at least some of this effect is unlikely to be due to capital regulations,
consistent with calibrations of macro-finance models (Covas and Driscoll (2014), De Nicolo,

Gamba and Lucchetta (2014), Heuvel (2017)).

"The final LCR rule does not discourage or deter banks from using HQLA to meet liquidity shocks (see
https://www.occ.gov /news-issuances/federal-register /79fr61440.pdf). However, it also does not provide for
a reduction or waiver of LCR during a crisis, absent which, banks might be reluctant to allow LCR to fall
below the regulatory level to avoid signaling financial distress to the market.



3 LCR and Capital Regulations

We describe the LCR in section [3.1] focusing on how the rules impinge on assets and liabil-
ities in different liquidity categories. In section [3.2] we discuss new capital regulations and
highlight differences in their implementations from LCR that potentially allow for separate

identification of the effects of capital and liquidity rules.

3.1 The Liquidity Coverage Ratio

The LCR was introduced by the Basel Committee on Banking Supervision (BCBS) in De-
cember 2010 and revised in January 2013 as part of the Basel III Accord. The U.S. version
of LCR was first proposed in October 2013, and finalized on September 2014 ] For bank j,
LCR is equal to its unencumbered’] HQLA divided by its total expected net cash outflows

(ENCO30) over a prospective 30 calendar day period:

HQLA,

LCR; = — %5 1
CR; ENCO30; 1)

BHCs who have at least $250 billion in consolidated assets or are internationally active
(i.e. with at least $10 billion in on-balance-sheet foreign exposure) are required to have
LCR >1 on a daily basis. We denote these banks as “full-banks.”["] If a full-bank’s LCR
falls below one on any business day, the bank must notify its supervising agency. After
three consecutive shortfall days, it must submit a “plan for remediation” with a timeline for
compliance. BHCs with consolidated assets of at least $50 billion, but less than $250 billion,
are subject to a modified version of LCR that requires HQLA to meet outflows over 21

instead of 30 calendar days in a stress scenario[l| These banks are denoted as “mod-banks.”

8The Basel and US versions of LCR have some differences, such as which assets qualify as HQLA.

9An asset is “unencumbered” if it is free of legal, regulatory, contractual, or other restrictions on the
bank’s ability to liquidate, sell, transfer, or assign it.

0Depository institutions that are subsidiaries of covered BHCs and have at least $10 billion in consolidated
assets are also subject to LCR.

HSince May 2018, BHCs between $50 billion and $100 billion in assets are no longer subject to LCR
(https://www.federalreserve.gov/newsevents/pressreleases/files/bcreg20180706bl.pdfl
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BHCs with consolidated assets under $50 billion are not subject to the LCR.

HQLA are classified into three categories by liquidity: Level 1, Level 2A, and Level 2B.
Level 1 assets, the most liquid category, are not subject to a haircut and must constitute at
least 60 percent of HQLA. Levels 2A and 2B assets are subject to 15% and 50% haircuts,
respectively. The sum of Level 2A and 2B assets cannot exceed 40%, and Level 2B assets
on its own cannot exceed 15%, of the HQLA portfolio. The LCR rule specifies the eligible
assets for each HQLA level (Panel A in Table [1) [P]

ENCO30 is the total expected cash outflows minus inflows maturing in < 30 calendar
days, estimated by applying outflow and inflow rates to outstanding liabilities balances and

receivables, respectively.ﬁ However, inflows cannot offset more than 75% of outflows:

k=n,
ACO30J = Z Ok,j * Lk,j
k=1
ENCO30; =ACO30; — Min(0.75 % ACO30;, > I * Am,;) (2)
m=1

ACO30; is the aggregate cash outflow in a 30 day period, and Ly ; and A,, ; are the liability
and asset balances outstanding, respectively. Oy ; and I,,, ; are the outflow and inflow rates
that reflect historical stress events and depend on many factors. Liabilities that are volatile,
uninsured, collaterized with illiquid assets or have institutional counterparties, tend to have
high net outflow rates. For example, unsecured retail funding have outflow rates between
3% and 40% versus 5-100% for wholesale funding, depending on the account type (Panel
B of Table . Fully insured retail deposits are assigned outflow rates of 3 percent versus
10 percent for all other retail deposits. Outflow rates for repo transactions are 0-15% using
Level 1 or 2A assets as collateral, but 25-100% with lower quality collateral.

The LCR rules are more stringent for full-banks than for mod-banks. In addition to

higher HQLA requirements, full-banks were required to achieve 80% of LCR by 2015, 90%

12To be HQLA-eligible, assets must be issued by non-financial firms with low risk, trade in large markets
with no history of sharp price declines, be readily valued and monetized in times of liquidity stress.
13For balance sheet items without a contractual maturity, there is a maturity mismatch add-on.
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of LCR by 2016, and 100% of LCR from 2017. They had to calculate LCR on the last business
day of each month from January 2015 and on each business day from July 2016. Full-banks
began public disclosure of their LCR from April 1 2018. Mod-banks, by comparison, were
required to achieve 90% of LCR by 2016 and 100% of LCR from 2017, calculate LCR only

on a monthly basis and begin public disclosure from October 1 2018.

3.2 US Capital Regulations Since 2010

While capital rules and LCR apply to similar sets of banks, in this section we highlight
differences in their implementations that potentially allow for their separate identifications.

New capital regulations implemented in the US are either risk-based or not, and their
stringency increases with bank size. Basel III rules, released in December 2010, increased
the amount and quality of capital that both LCR and non-LCR banks must hold against
risk-weighted assets (Walter (2019)). For full-banks, there was also an effective increase in
their risk-weights relative to Basel II rules["] While both LCR and risk-based capital rules
are expected to discourage investments in risky assets, such as loans, risk-weights vary with
loan types but the LCR haircut is 100% for all loans.

Since 2011 most LCR banks are subject to stress tests that require them to calculate their
expected capital surplus under macroeconomic stress scenarios. As risky assets are more
sensitive to business cycles, the stress tests imply their own risk-weights, complementing the
standardized risk-weights (Covas (2017)). LCR banks with assets between $50 billion and
$100 billion did not take part in the initial stress tests but did so from 2014. Thus, between
2013 and 2014, these banks were subject to LCR but not to stress tests. Section[8.1]discusses
the relative effects of LCR, stress tests and risk-based capital rules on bank lending.

Basel III rules also introduced risk-insensitive capital requirements. In 2012, US regula-

tors proposed the supplementary leverage ratio (SLR) that require full-banks to maintain a

14Under Basel II, full-banks could estimate risk-weights using their own internal models, and these were
typically smaller than the standardized risk weights. Now, full-banks must apply the greater of the stan-
dardized and internally estimated risk-weights.



minimum ratio of 3% of tier 1 capital to total on- and off-balance sheet exposures. As full-
banks have relatively high shares of off-balance-sheet assets, they are likely to be constrained
by SLR (Bolton, Cecchetti, Danthine and Vives (2019)). Covered banks started publicly re-
porting their SLR in 2015. As the SLR treats all exposures equally, it creates incentives for
banks to increase their shares of risky assets (Choi, Holcomb and Morgan (2018)), opposite
of what the LCR implies. Section [7| compares the relative effects of LCR and SLR.

Unlike the LCR, capital rules are more stringent for G-SIBs relative to other full-banks.
G-SIBs are subject to a capital surcharge and loss-absorbency requirements (Bouwman
(2018)). They are also subject to a higher leverage ratio (the eSLR) since 2014. Finally,
G-SIBs face enhanced supervision that require higher standards for internal risk controls.
Sections [7] and [§] investigate a G-SIB effect on bank balance sheets.

Finally, an accounting change in Basel III rules requires that full-banks mark-to-market
their AFS holdings, making their capital ratios more volatile (Ihrig, Kim, Kumbhat, Vo-
jtech and Weinbach (2017)), and incentivizing them to reclassify securities holdings as HTM
(Fuster and Vickery (2018))["] In contrast, the LCR treats AFS and HTM holdings similarly.
Section [7] examines the relative changes in AFS and HTM holdings of LCR banks.

4 Data, Liquidity Measures, and Methodology

We describe the LM liquidity measure (Bai et al. (2018)) in section 4.1 We discuss pos-
sible bank responses to LCR and the resultant effects on liquidity creation in section [4.2]
Our empirical methodology is described in section 4.3l The validity of the parallel trends

assumption is examined in section [4.4]

15This rule removes the other comprehensive income (AOCI) filter for investment securities classified as
AFS (https://www.govinfo.gov/content/pkg/FR-2013-10-11/pdf/2013-21653. pdf)).
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4.1 Data and Liquidity Creation Measure

The LM measure is defined as the difference between liquidity weighted assets LM A and

liquidity weighted liabilities LM IL. For bank ¢ and quarter ¢, we define:

LMy ==Y NATAije + > N Lia
j=1 k=1

— —LMIA;,+ LMIL;, (3)

We deviate from Bai et al. (2018) by reverting the signs in (3]) so that higher values of LMI

LMI LMI
AL A

indicate more liquidity creation. The liquidity weights and are derived from
repo haircuts and the OIS-Thill spread, respectively, as described in Appendix A of Bai et
al. (2018). The balance sheet items A; and L, are from the FR Y-9C report, and listed
in Tables [2] and [3] respectively. We exclude off-balance-sheet items when estimating LM T
as they are held disproportionately by full-banks, but show results when including them in
section [5.4] Other data sources are listed in section A.1 of the internet appendix.

In calculating insured deposits, we follow Acharya and Mora (2015) in using Call Reports
data. As we lose observations when aggregating bank-level Call Reports data up to the
holding company level, we initially show results with a single liquidity weight for all deposits
with maturity equal to the weighted average of the maturities of insured and uninsured
deposits). Details are in Section A.2 of the internet appendix, where core deposits and
transactions deposits are also defined. In section [6.1] we separate insured and uninsured
deposits, and discuss their effects on liquidity creation.

To compare liquidity creation across banks of different sizes, we divide LM I by the bank’s
total assets to obtain LM IN. More generally, for Y={LMI, LMIA, LMIN}:

YN, = % (4)

.t
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For a bank group k, we first calculate YV ; for bank 7 and then obtain the group mean:

YN, = ==t - kit (5)

Our sample is from 2009Q1, to remove crisis period effects. We construct a balanced panel
of US banks from 2009 Q1 to 2017Q4. Thus, new entrants during our sample are excluded as
are BHCs acquired by a non-sample bank[[| We also drop Bank of NY Mellon, State Street
and Deutsche Bank since these banks have unique business models, specializing in asset
management and settlement activities that are cash intensive. Foreign banks are excluded
as they did not report data to FR Y-9C till 2016]77] We also exclude banks with assets less
than $3 billion as they are too different from LCR banks. Thus, we define non-LCR, banks
as those with assets between $3 billion and $50 billion.

We have 113 banks in our sample, consisting of 12 full-banks, between 13 and 14 mod-
banks and between 87 and 88 midsized non-LCR banks, for a total of 4,068 bank-quarters.
When using Call Reports data, we have 3,405 observations. The average assets of full, mod
and midsized banks in the pre-LCR period were $894 billion, $98 billion and $11 billion,

respectively. More descriptive statistics are discussed in section A.3 of the internet appendix.

4.2 Bank responses to LCR and Liquidity Creation

If a bank’s LCR< 1, then it may increase its share of HQLA assets, or decrease its share of
short-term, volatile liabilities, or both. How do these adjustments change liquidity creation?

Suppose that LM I weights accurately reflect a bank’s own liquidity preferences. Initially,
assume that the balance sheet size is fixed. Then, on the asset side, banks favor assets with

LCR liquidity weights that are similar or higher then LM weights (see section A.4 of the

16We drop 24 (53) new entrants that would qualify as LCR (non-LCR) banks since 2009Q1 because they
exited our sample for at least one quarter.

17Since 2016, foreign banking organizations with $50 billion or more in US assets have been required to
place virtually all of their US subsidiaries under a US Intermediate Holding Company (IHC). The THCs
report data to FR Y-9C but we cannot include them due to their late entry in the sample.
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internet appendix). From the last 2 columns of Table (1| Panel A, the (LM I-LCR) weights
are on average 0.03, 0.11 and 0.29 for level 1, 2A and 2B assets, respectively. Thus, banks
prefer more liquid assets and this, by itself, reduces asset-side liquidity creation. However,
bank responses may also increase liquidity creation. For example, within HQLA levels, banks
may optimize by shifting to higher-yielding assets.ﬁ Moreover, since all non-HQLA have
LCR weights of zero, banks may shift to more illiquid assets within the non-HQLA portfolio.
Thus, the net effect on asset-side liquidity creation is ambiguous.

On the liability side, the bank has incentives to increase liabilities with lower LCR outflow
rates than LMI weights, as discussed in section A.4 of the internet appendix. From Table
Panel B and Table [3| the LCR penalizes liquid liabilities that are short-term, uninsured,
collaterized with illiquid assets or with institutional counterparties. Thus, the effect on
liquidity creation depends on the specific details of banks’ funding choices.

Banks may also fund illiquid assets by expanding the balance sheet. In this case, liquidity
creation may increase (decrease) if banks fund the expansion with relatively liquid liabilities
with low (high) LCR outflow rates. For example, the bank might use stable, term funding
with maturity greater than 30 days to provide more loans, thus creating liquidity.

Overall, although LCR aims to reduce the liquidity mismatch, since it constrains broad
asset and liability categories and in only a portion of the balance sheet, the effect on liquidity
creation is ambiguous and needs to be determined empirically. In addition to LCR, the
largest banks must also conduct internal liquidity stress tests (known as Comprehensive
Liquidity Assessment and Review or CLAR) since 2012. For some banks, the liquidity stress
tests may be more binding than LCR (Elliott (2014)). Thus, our results could be viewed as
due to liquidity regulations generally, rather than due to LCR alone. Alternative hypotheses,
such as changes in banks’ liquidity preferences and capital regulations, are explored in section

[6] and section [7], respectively.

BThrig et al. (2017) argue that, given the low recent volatility of level 1 assets, banks should hold few
low-yielding excess reserves.
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4.3 Methodology

We estimate panel regressions using a difference-in-differences (DID) specification:

AY;; = ag + 1 Post-LCR; + 9 LCR-Bank;; + 6, Post-LCR; x LCR-Bank

4
+ Z Bii AXiji—1 + €it (6)
j=1
where Y is the outcome variable, Post-LCR is 1 from 2013Q2 to 2017Q4 and 0 otherwise.
Alternative event dates are considered in section . LCR-Bank = 1 for banks with
assets of $50 billion or over. The omitted group is midsized banks with assets between $3
billion and $50 billion. The standard errors are clustered by bank size group and robust to
heteroskedasticity and serial correlation. d; < 0 implies that LCR banks create less liquidity
than midsized banks since 2013Q2.

The vector X in @ includes bank controls: the net interest margin, the common equity
tier 1 to risk-weighted assets ratio (CET1), and non performing loans and core deposits, as
shares of loans and assets, respectively. Higher net interest margins imply more profitable
lending and thus more liquidity creation. Higher non-performing loan ratios suggest greater
bank risk. CET1 indicates the effect of regulatory capital on liquidity creation. Access to
sticky core deposits may encourage riskier loans (Black, Hancock and Passmore (2010)).

Next, we separate full-banks from mod-banks. The effects of LCR on full-banks may be
stronger and earlier than on mod-banks as they face more stringent LCR rules and had to be
compliant earlier than mod-banks (section. So, we split Post-LCR into dummy variables

2013-2014 and 2015+, equal to 1 in 2013Q2-2014Q4 and 2015Q1-2017Q4, respectively.

AY;‘,& = Qg + ’712013'201415 + ’}/220154—1‘/ + ’ygFull—Bankit + 74M0d—Bankl-t

+ 012013-2014, x Full-Bank; 4+ 622015+, x Full-Bank

4
+ 532013—20]41& X Mod—Bankit + 54201547 XMOd—B(lnkit + Z 6itAXit + €t (7)

J=1
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91 < 0(d3 < 0) indicates that full (mod) banks’ liquidity creation is lower in 2013Q2-2014Q4,
relative to non-LCR banks. dy < 0(d4 < 0) indicates that full (mod) banks’ liquidity creation
is lower since 2015Q1, relative to non-LCR banks.

To account for deterministic time-series and cross-section variations, we also estimate

with bank and period fixed effects:

AYy = oo+ oy + o + 612013-2014, x Full-Bank; + 6220154, X Full-Bank,

4
+ 532013—2014t X Mod—Bankit + (54201547 xMod—Bankit + Z BijAXijt + €t (8)

J=1

4.4 Parallel trends a