
n recent years bank regulators have increased their focus on the ade-
quacy of banking organizations’ capital ratios.1 The increased empha-
sis on capital regulation raises a number of interrelated questions. Is
focusing on capital an efficient way to regulate banks? What is the best
way to structure capital regulations? How do banks respond to differ-

ent types of capital regulations? And what are the costs and benefits to banks
of different ways of meeting capital regulations? This article focuses on the
last two questions, examining banks’ responses, and the costs associated with
their responses, to capital regulations employed since the early 1980s.2

Understanding banks’ responses to capital regulations may be helpful in
designing regulations that meet regulators’ objectives. One objective of capi-
tal regulation has been to reduce the number of bank failures. Equity capital
provides a cushion to absorb losses that would otherwise cause a bank to fail.
Regulators have considered preventing failure an important goal at least in
part because of concern that one bank’s failure may adversely affect the sta-
bility of other financial institutions.3 Another objective has been to reduce the
losses to depositors and the deposit insurer when a bank fails. Both equity
and debt subordinated to depositors provide a cushion to reduce the losses to
depositors and the deposit insurer in the event of failure. Regulators are espe-
cially sensitive to deposit insurance losses because the government not only
provides insurance through formal programs such as the Federal Deposit In-
surance Corporation (FDIC) but also, in the absence of de jure coverage, has
historically been the insurer of last resort.
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While U.S. bank regulators have been refining their
approach to capital regulation since the early 1980s
(see Table 1), this is not to say that they were previ-
ously uninterested in banks’ capital levels. During the
1970s regulators were concerned about capital, but
there were no regulations that specified minimum cap-
ital ratios. At the beginning of the 1980s regulators
became dissatisfied with many banks’ capital ratios, es-
pecially those of the larger banking organizations.4 As
a result, U.S. regulators specified minimum numerical
capital-to-asset ratios for almost all banks in 1981; the
remaining banks were required to raise their capital-to-
asset ratios and were brought under numerical stan-
dards in 1983.5

The banking industry increased its capital ratios in
the years after the 1981 guidelines were adopted.
However, the simplistic use of total assets as a risk
measure became questionable as banks adjusted their
portfolios. Given regulators’ concern with preventing
failure and protecting the deposit insurer, an appropri-
ate measure of capital adequacy would measure a
bank’s ability to absorb losses from its portfolio with-

out failing or imposing substantial costs on the deposit
insurance agency. During the 1980s, however, banks
reduced their investment in high-liquidity, low-return
assets and increased their exposure in potentially risky
off-balance-sheet transactions, such as letters of credit
and over-the-counter derivatives. Thus, capital-to-total-
asset ratios that may have been adequate in the early
1980s were likely becoming less adequate later in the
decade. As a consequence, the United States, along
with other industrialized countries, adopted risk-based
capital standards in 1988 that took full effect in 1992.6

These standards, often referred to as the Basle Agree-
ment, established capital ratios that are dependent on
banks’ overall exposure to credit risk. Bank supervi-
sors are engaged in on-going efforts to incorporate
other forms of risk—for example, standards for market
risk were recently adopted. 

In response to concerns regarding the thrift bailouts
of the 1980s and the potential for a similar bailout
of banks, Congress passed the FDIC Improvement
Act (FDICIA) in 1991. FDICIA made a number of
changes that were intended to reduce taxpayers’ and
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Table 1
Overview of Major Changes in Capital Regulation, 1981 to 1996

1981 The Federal Deposit Insurance Corporation (FDIC) sets numeric guidelines for all the banks it regulates.

1981 The Office of the Comptroller of the Currency (OCC) and Federal Reserve divide banks into three cate-
gories: community, regional, and multinational (the seventeen largest banking organizations). Numeric
guidelines are set for the community and regional banks. No standards are set for the multinational banks,
but they are encouraged to raise their capital ratios.

1983 The OCC and Federal Reserve impose the regional bank numeric guidelines on multinational banks.

1985 The FDIC, OCC, and Federal Reserve establish a common set of capital guidelines that apply to all bank-
ing organizations.

1990 Interim risk-based capital guidelines take effect for all banking organizations. The risk-based guidelines
are supplemented with leverage guidelines.

1991 The FDIC Improvement Act, which establishes five capital categories, is passed. Regulators are given a
menu of mandatory and optional enforcement actions they may undertake as a bank’s capital ratios de-
cline. Regulators ultimately define the categories both in terms of risk-based and leverage ratios.

1992 Final risk-based capital guidelines take effect for all banking organizations. The risk-based guidelines are
still supplemented with leverage guidelines.

Note: The table provides only a broad overview of bank capital regulation. Numerous refinements in the measures of both capital  and risk
exposure occurred during this period. For more detailed discussions of the evolution of capital regulations, see Alfriend (1988), Gilbert,
Stone, and Trebing (1985), Keeton (1989), and Wall (1989, 1993).



the government’s exposure to problem financial insti-
tutions.7 Among these changes are provisions for
prompt corrective action that impose increasingly
strict limits on banks as their capital ratios decline.
The act provides a classification system with five tiers
based primarily on banks’ capital ratios, with the
lowest tier having a capital-to-assets ratio of less than
2 percent. Regulators are strongly encouraged to close
any bank falling into the lowest tier if the bank is un-
able to raise its capital ratio within ninety days of
falling below 2 percent.

The combined effect of the Basle Agreement and
FDICIA is to make capital ratios one of the primary
measures, for regulatory purposes, of U.S. banks’ fi-
nancial condition. Banks may not respond to these
regulations if the regulations are not binding or if the
costs of meeting the regulations are greater than the
benefits. If banks do respond, they generally do so in
one of two ways. A bank may increase its capital ra-
tios as measured under the regulatory standards with-
out reducing either the probability that the bank will
fail or the losses to depositors and the deposit insur-
ance agency if the bank fails. This first general catego-
ry of response will be referred to hereafter as cosmetic
changes to the capital ratio. One way for a bank to
make cosmetic improvements in its capital ratios would
be to reduce its total assets to improve its capital-to-
assets ratio while increasing portfolio risk by increas-
ing the proportion of risky assets, as appeared to be
happening in the early to mid-1980s. The other way of
making cosmetic changes is to exploit differences be-
tween capital as measured for regulatory purposes and
the bank’s true economic capital. A bank may exploit
these differences by (1) selling assets that have appre-
ciated in value (but not those with reduced value) to
increase capital measured by regulatory accounting,
even if this action sometimes reduces the bank’s eco-
nomic capital, and (2) refusing to recognize substan-
tial reductions in the market value of assets.8

A second general response to capital regulations
would be to increase measured capital ratios in a way
that also reduces the probability of failure and the ex-
pected losses to depositors and the deposit insurer if
the bank should fail. Examples of this type of response
include reducing risk exposure and increasing the cap-
ital base without taking offsetting measures that in-
crease risks.

Studies of the theoretical determinants of bank
capital levels suggest that taxes, deposit insurance,
bankruptcy costs, and managerial incentives may play
a significant role in determining the optimal level of
bank capital. Further, theory suggests that attempts to

raise new capital via stock issues could be costly to
shareholders because such efforts signal that manage-
ment has adverse news about the bank.

Empirical evidence on the effectiveness of capital
regulation suggests that regulations have had a signifi-
cant impact on most banks’ capital ratios in the period
since the 1981 numeric guidelines were imposed. Part
of the increase in capital for some banks during at
least part of this period appears to have been the result
of cosmetic changes. Some theories and empirical evi-
dence suggest that certain banks respond to higher
capital ratios by increasing their risk exposure. How-
ever, none of the empirical evidence suggests that
banks increased their portfolio risk exposure by so
much that it more than offset the reduced risk from
higher capital. The evidence also suggests that banks
may have increased their regulatory capital by selling
appreciated assets and delaying the recognition of
losses.

Banks also have responded to the regulation by re-
ducing their risk exposure and increasing their capital.
Banks reduced their risk exposure via loan sales and
perhaps by refusing to make new loans while allowing
existing loans to be repaid. Further, banks issued new
equity to help meet the regulatory guidelines even
though these issues often reduced the price of existing
shares, as predicted by some theories.

The next sections of this article review the theoreti-
cal determinants of changes in capital and the effective-
ness of capital regulation. The article then considers the
literature on cosmetic changes to capital ratios and on
responses that increase the risk cushion. 

Determinants of Capital Strategy

In evaluating its capital position, a bank must con-
sider both the static costs associated with any given
capital ratio and the dynamic costs associated with ad-
justing it. The static costs, and possibly the dynamic
costs, depend in part on the penalties regulators im-
pose for inadequate capital ratios. Banks are similar to
other corporations, however, in that they are subject to
a variety of nonregulatory costs associated with the
level and changes in their capital position.

Bank regulators have long considered the mainte-
nance of adequate capital levels an important element
of maintaining banks’ safety and soundness. Banks
with inadequate levels have been subject to a variety
of penalties depending on the size of the deficiency,
including (1) more frequent and longer examinations,
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(2) moral suasion aimed at senior management and the
board of directors, (3) denial of applications to acquire
banks, (4) formal agreements with their regulator to
raise capital and take other actions (such as suspend-
ing dividends until capital reaches acceptable levels),
and (5) effectively forcing closure by withdrawing the
bank’s charter or its deposit insurance.

In addition to these penalties, provisions in FDICIA
for prompt corrective action include a series of manda-
tory and optional penalties to be imposed on banks as
their capital level declines. In many ways these provi-
sions are not a dramatic change because they do not
supply many new penalties and they continue to allow
regulators to exercise substantial discretion in impos-
ing penalties. In another sense, however, prompt cor-
rective action is a significant change in that it reduces
the potential for regulators to exercise forbearance for
undercapitalized banks. Regulators are now required
to specify a series of ranges of capital ratios and then
choose from a menu of potential penalties associated
with each range. Further, FDICIA mandates the de-
velopment of risk-based insurance premiums, and a
bank’s capital level is currently one of the two deter-
minants of the risk premium’s size.

The regulatory pressure on banks to maintain capi-
tal levels is one-sided; regulators will protest capital
ratios that are too low, but they virtually never com-
plain about excessively high capital ratios. Market
forces, however, could potentially impose varying
costs based on both the level of a bank’s capital and
changes in the bank’s capital structure. The theoretical
starting point for analyzing market forces is Franco
Modigliani and Merton H. Miller’s (1958) demonstra-
tion that a firm’s capital structure (the choice of its
debt-to-equity ratio) does not affect its value in perfect
markets. An implication of this model is that securities
prices are an unbiased estimate of their intrinsic value
and, hence, the timing of a sale and the type of securi-
ty sold by the firm do not affect the value of the firm.
Modigliani and Miller established not only the condi-
tions under which capital structure is irrelevant but al-
so conditions under which capital structure may be
relevant.9

Building on a variety of studies analyzing nonfinan-
cial corporations’ optimal capital, Yair E. Orgler and
Robert A. Taggart Jr. (1983) developed a market mod-
el of optimal capital structure for banks.10 In their
model, lower capital ratios provide banks with more
favorable tax treatment and an increase in the value of
their deposit insurance. Offsetting these benefits of
lower capital ratios are the (eventual) diseconomies of
scale in producing deposit services and the dead-

weight costs of bankruptcy that are partially borne by
the banks’ owners.11 Mark J. Flannery (1994) argued
that agency costs also may be an important determi-
nant of bank capital structures.12 Lower capital ratios
impose desirable limits on management and reduce the
need for shareholder monitoring. Conversely, lower ra-
tios increase the incentives for bank shareholders to
have managers undertake riskier projects and to reject
some low-risk investments. These costs of reduced
capital may be mitigated, Flannery argued, by having
the bank issue deposits with very short maturities so
that debtholders may take effective action if the bank
adopts a high-risk investment strategy. Thus, Flannery
contended that banks should issue very short-term
debt and maintain low capital ratios (although they
would not necessarily be undercapitalized by regulato-
ry standards).

Ronald E. Shrieves and Drew Dahl (1992) and
Joseph P. Hughes and Loretta J. Mester (1996) pointed
to another agency problem that may influence banks’
capital structure—managerial risk aversion. Most indi-
viduals are thought to be risk-averse, and there is no
good reason for thinking that bank managers are more
risk-averse than the average shareholder. However,
bank managers have proportionately far more of their
total wealth (including human capital) invested in their
bank than do most shareholders, and, as a conse-
quence, managers have more to lose from the bank’s
failure. Thus, bank managers may choose higher capi-
tal levels, given their risk exposure, than would be op-
timal from a shareholder’s perspective. Hughes and
Mester estimated bank cost functions that allowed for
managerial risk aversion and found support for this
hypothesis.

An implicit assumption of the static trade-off mod-
els of capital structure is that the cost of adjusting a
bank’s capital structure is zero. Recent work that fo-
cuses on information asymmetries between managers
and investors has suggested, however, that the process
of adjusting the capital ratio may convey important in-
formation to shareholders. An important part of the
analyses of information asymmetries has focused on
the issuance of new securities by corporations. Stewart
C. Myers and Nicholas S. Majluf (1984) examined a
firm’s decision to issue debt or equity and concluded
that the announcement to issue equity conveys nega-
tive information to the market about the firm’s value.
That is, a firm issues stock when its stock price is
higher than management believes is the firm’s intrinsic
value and issues debt otherwise. Myers and Majluf’s
model suggests that firms generally prefer to issue
debt rather than equity. Their hypothesis, stated in

4 Economic Review March/April 1996



general terms, is that actions implying that future earn-
ings will be sufficient to generate adequate capital are
a positive signal to shareholders while actions that im-
ply future earnings will be insufficient are a negative
sign. Their model approach has been extended to de-
velop hypotheses about other methods of maintaining
or raising capital ratios such as recognizing gains on
appreciated assets—methods that do not include equi-
ty issuance.

Thus, theory suggests a variety of benefits and costs
to shareholders associated with higher capital ratios.
These benefits include a reduction in taxes, an increase
in the value of deposit insurance, and an increase in
bank managements’ incentive to operate efficiently.
The costs include increased dead-weight costs of
bankruptcy, diseconomies of scale in producing de-
posit services, and incentives to take on excessive risk.
Theory also suggests that the optimal level of capital
from the managers’ perspective may be higher than
that desired by shareholders if managers are risk-
averse. In addition, banks may not always be at their
optimum level of capital if adjusting capital ratios is
costly. Announcements of new capital issues may be
viewed by the market as an adverse signal about the
issuing bank’s value and hence lead to a decline in the
price of the bank’s stock.

Do Banks Respond to 
Capital Regulation?

The question of whether banks respond to capital
regulation hinges on two issues: Are regulatory capi-
tal requirements above those that the market would
require for at least some banks? And are the penal-
ties for falling below the regulatory guidelines large
enough to induce banks to raise their capital ratios?
For the purposes of this analysis, the relevant market
requirement is not the standard that would be imposed
in the absence of any government intervention but,
rather, that which the market would require given the
regulatory safety net that has been extended to banks,
as noted by Allen N. Berger, Richard J. Herring, and
Giorgio P. Szegö (1995). Empirical analysis of this is-
sue may be divided into three periods: prior to the
1981 numeric capital standards, from 1981 to the pas-
sage of FDICIA in 1991, and post-FDICIA.

Several studies—Sam Peltzman (1970), John J.
Mingo (1975), Alan J. Marcus (1983), and Dietrich J.
Kimball and Christopher James (1983)—examined the
effectiveness of capital regulations in the period before

numeric standards were adopted in 1981. Their results,
though mixed, tend to indicate that regulators were in-
effective in influencing banks’ capital ratios. A prob-
lem with interpreting these studies’ results is that the
regulatory requirements for any given bank organiza-
tion were set on a case-by-case basis and the factors
used to evaluate capital adequacy were likely to be
highly correlated with those used by the market. A
second problem is that the regulatory penalties associ-
ated with varying levels of capital inadequacy were
not transparent.

The numeric capital standards imposed on most
banks in 1981 gave outside observers (that is, anyone
lacking direct access to supervisory reports) a clearer
picture of regulatory expectations but failed to clarify
the penalty function.13 Dilip K. Shome, Stephen D.
Smith, and Arnold A. Heggestad (1986) raised doubts
about whether the 1981 standards were binding. For
their sample of ninety-nine bank holding companies,
the companies’ market value was significantly posi-
tively related to their book-equity-to-total-asset ratio
in 1981-82. However, this relationship became in-
significant in 1983.

Michael C. Keeley’s (1988) analysis suggests that
the 1981 regulatory standards were effective in caus-
ing large bank holding companies with inadequate
capital to raise their capital ratios. Keeley divided his
sample into capital-sufficient banks (those that met the
1985 capital standards in 1981) and capital-deficient
banks (those not meeting the 1985 standards in 1981).
He showed that the capital-deficient banks raised their
ratios during the 1982-86 period so that almost all met
the standards by the end of the period.

A problem with analyzing Keeley’s results is that
the pressure for higher capital ratios could have come
from regulators, as Keeley suggests, but it could also
have come from market pressures, as Shome, Smith,
and Heggestad’s results imply. C. Sloan Swindle
(1995) attempted to separate the relative roles of the
market and regulators using the regulators’ private
capital adequacy ratings obtained from Thomas F.
Cargill’s (1989) study. Swindle’s results suggest that
banks with lower regulatory capital ratings have high-
er expected increases in their primary capital ratios.
How successful Swindle was in separating market and
regulatory effects depends on the degree to which the
regulatory ratings contain private information that is
not available to the market.14

In an attempt to sort out the relative importance of
regulators and the market, Larry D. Wall and David R.
Peterson (1987, 1988) estimated a pair of equations
that allow for separate market and regulatory influence.
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They assumed that either the market or regulators ex-
ercise a binding influence on any individual banking
organization but that determining which influence is
binding is an empirical question for any given organi-
zation. The two equations assume that a change in the
capital ratio is a function of the difference between the
optimal and the existing capital ratio. The market and
regulatory equations were estimated simultaneously
using a disequilibrium estimation technique that pro-
vides estimates not only of the equation parameters
but also of the probability that capital changes at each
bank are best explained by the market model. Wall and
D. Peterson’s (1987) results for bank holding compa-
nies suggested that most of them came from the regu-
latory regime (that is, their capital changes are best
explained by the regulatory model) during the 1982-84
period. In their 1988 study, results for the lead banks
of large bank holding companies also suggested that
regulatory standards were binding for most banks be-
tween 1982 and 1984.15

The late 1980s and early 1990s saw several poten-
tially important changes that may have increased both
regulatory and market pressure on banks to maintain
high capital ratios. The adoption of risk-based stan-
dards in 1988 saw increased regulatory interest in
banking organizations’ off-balance-sheet activities.
The passage of FDICIA in 1991 clarified the penalties
for banks with inadequate regulatory capital ratios.
However, other developments may have led to in-
creased market pressure. The FDIC’s resolution of
some large failed banking organizations forced some
nondeposit creditors to absorb losses that led to in-
creased risk premiums on their subordinated debt, ac-
cording to Flannery and Sorin M. Sorescu (1996).
Further, FDICIA called for the least costly resolution
of failed banking organizations; that requirement has
been taken to imply that the FDIC should not extend
de facto deposit insurance to deposits over the de jure
coverage level of $100,000.

To help clarify the relative roles of the market and
regulators in the 1988-92 period, Wall and D. Peterson
(1995) updated their prior disequilibrium analysis of
changes in capital ratios, which assumed that the
leverage ratio was the binding constraint rather than
the risk-based capital ratios. Their results continued to
show that the regulatory standards are binding for the
majority of bank holding companies.

Thus, available evidence indicates that regulators
have had significant influence on the capital ratios of a
large proportion of banking organizations in the period
since 1981. The next two sections look at the evidence
on the extent to which these increases were merely

cosmetic and the different ways that banks could pro-
vide real increases in their capital cushion.

Cosmetic Responses to 
Capital Regulation

Cosmetic changes in bank capital ratios are possible
because the measures of both capital and risk are im-
perfect proxies for the economically relevant variables.
Regulators cannot construct perfect measures as long
as bank managers have private information about the
value or risk of their portfolios. However, even granting
the impossibility of perfect measures, the crudeness of
current measures offers substantial opportunities for
cosmetic improvements in capital ratios. Capital-to-total-
asset measures (leverage standards) are easily defeated
by reducing low-risk, high-liquidity assets and substi-
tuting a smaller quantity of higher-risk, lower-liquidity
assets. The existing risk-based standards are slightly
more sophisticated, but numerous flaws remain: The
standards (1) require that most consumer and commer-
cial loans carry the same risk weighting and do not al-
low for differing quality within asset classes, (2) do not
explicitly incorporate any charge for most noncredit
risks such as interest rate risk, and (3) do not explicitly
take account of diversification across different types of
risk or even across different credit risks. The opportu-
nities for increasing regulatory capital arise because
capital is measured using accounting conventions
rather than accurate measures of true economic values.
Yet a bank’s economic capital will determine its long-
run viability and the amount of losses to depositors
and deposit insurers in the event of failure. Banks can
exploit accounting conventions by accelerating the
recognition of gains on assets with market value
greater than book value while slowing the recognition
of losses on assets with market value less than book
value.

Changing Measured Risk. Banks may effectively
offset an increase in the capital ratios used by regula-
tors by increasing their risk exposure as long as their
bank managers have private information that is un- 
observable to regulators about the riskiness of their
credit customers or any of their other risk exposures.
Whether bank shareholders would benefit from such
risk-increasing activities has been the subject of an on-
going debate.16

Yehuda Kahane (1977), Michael Koehn and Anthony
M. Santomero (1980), and Daesik Kim and Santomero
(1988) showed that an increase in the required equity-
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to-total-asset ratio by regulators may induce an in-
crease or decrease in the portfolio risk taken by a bank.
The rise in portfolio risk exposure may only partially
offset an increase in capital or it may more than fully
offset the increase so that the bank becomes riskier.

In a pair of studies, Frederick T. Furlong and Kee-
ley (1989) and Keeley and Furlong (1990) argued that
the framework used in prior studies is inappropriate.
The problem is that the prior studies took the expected
cost of deposits as a constant that is independent of the
bank’s capital position or risk. At first this assumption
might seem reasonable given that deposits are insured
and deposit insurance premiums could not be risk-
based by law at that time. The assumption of indepen-
dence is wrong, however, because it ignores the states
in which the bank fails and the FDIC pays for the de-
posits. When the model was adjusted so that the cost
of deposits is a decreasing function of the risk of fail-
ure (because the FDIC pays depositors when the bank
fails), then the results of prior studies did not hold.
Banks’ incentive to take more risk is greatest at low
capital levels, and the incentive decreases as capital in-
creases. One important limitation of these two studies
is that banks continue to have an incentive to maxi-
mize risk in their models; an increase in capital merely
reduces the magnitude of the gains from risk-taking.

Gerard Gennotte and David Pyle (1991) incorporat-
ed an adjustment for the value of deposit insurance as
suggested by Keeley and Furlong but also allowed for
the expected return on an asset to decrease as a bank
increases its holdings. Gennotte and Pyle found that if
an interior optimum for size and risk exists, then a rise
in capital levels will lead to increased investment in
the risky asset and a greater probability of failure.
Robert B. Avery and Berger (1991) argued that, even
if Gennotte and Pyle’s results for increased risk of de-
fault hold, the expected losses to the deposit insurer
are decreasing in the absence of dead-weight liquida-
tion costs of failure or extreme assumptions about the
distribution of asset returns.

Sarah B. Kendall (1991) pointed out that other mod-
els of banks’ incentive to take risk assume that only
two end-of-period states are possible: (1) the bank is
solvent and hence incurs no penalty or (2) the bank is
insolvent and is closed. She noted that a bank could
remain solvent but so undercapitalized that it incurs a
regulatory penalty. She found that an increase in regu-
latory capital requirements has an ambiguous impact
on its incentive to take more risk depending on its fi-
nancial condition.

Paul S. Calem and Rafael Rob (1996) developed a
model of changes in banks’ asset choice and capital ra-

tios. They then simulated the model using parameters
estimated over the 1984-93 period. They first consid-
ered bank behavior given a constant deposit insurance
premium. In this case they found a U-shaped response of
bank risk-taking in response to higher capital require-
ments. Severely undercapitalized banks take more risk
in an attempt to return to adequate capital. Banks with
minimally adequate capital reduce their risk exposure
to reduce the risk that losses will cause them to be un-
dercapitalized. Well-capitalized banks increase their
risk exposure to offset the increase in capital. The ef-
fect of higher risk-based capital requirements depends
on how strong the response of the requirements is to
risk (how stringent the requirements are in their termi-
nology). If higher risk-based requirements are not too
stringent, they act like higher standards that are not
risk-adjusted. However, more stringent standards will
reduce portfolio risk. Finally, Calem and Rob consid-
ered an ex post penalty for taking losses in the form of
ex post risk-based insurance premiums. They found
that risk-related premiums had the effect of increasing
the range of capital values over which undercapitalized
banks took more risk. The risk-related premiums had
no impact on better-capitalized banks.

While the theoretical evidence is mixed, the empiri-
cal evidence generally suggests that higher capital
standards may be at most partially offset by increased
risk but do not increase the probability of failure.
Shrieves and Dahl (1992) found that, for commercial
banks with assets of more than $100 million during
the 1983-87 period, an increase in capital is associated
empirically with an increase in risk. Their evidence
suggests that this relationship is true even for banks
for which the regulatory capital ratios are not binding;
however, this finding suggests that bank managers
may be varying risk and leverage to hit some target for
variability of equity. Mark E. Levonian (1992) found
similar evidence that bank holding companies with
traded options in the late 1980s showed both increased
asset risk and capital, resulting in little change in the
FDIC’s expected losses.

Evidence against the hypothesis that higher capital
levels lead to an increase in risk comes from two types
of studies: studies of bank failures and studies of
banks’ involvement in off-balance-sheet activities.
Berger, Herring, and Szegö (1995) summarized the
findings of the bank failure literature concerning bank
capital: “Virtually every bank failure model finds that
a higher equity-to-asset ratio is associated with a lower
future probability of failure.” 

Off-balance-sheet items are relevant to the issue of
how banks respond to higher capital levels because the
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1981 capital standard did not incorporate off-balance-
sheet items. Banks seeking to offset the 1981 capital
requirements via higher risk could do so by substitut-
ing off-balance-sheet items for on-balance-sheet items.
Julapa Jagtiani, Anthony Saunders, and Gregory Udell
(1995) found that changes in the capital requirements
for banks have no consistent impact on the diffusion of
off-balance-sheet activities. One caveat in interpret-
ing the analysis of off-balance-sheet activities is that
these activities may themselves create countervailing
pressure for better capitalization. That is, in almost all
cases, banks create a contingent liability to their cus-
tomers that is valuable to the customers only if the
bank can meet any obligation that arises from the off-
balance-sheet transaction. Given that off-balance-sheet

items are not covered de jure by deposit insurance,
bank customers have an incentive to price their off-
balance-sheet transactions in a way that reflects the
risk that the bank’s capital will ultimately be inade-
quate. G.D. Koppenhaver and Roger D. Stover (1991)
found that capital and stand-by letters of credit are
jointly determined, with higher levels of the former as-
sociated with higher levels of the latter. This result is
consistent with the hypotheses that banks offset higher
regulatory capital requirements by taking more risk
and that off-balance-sheet customers demand higher
capital ratios.

Recognizing Changes in the Market Value of As-
sets. At any given time, a bank is likely to have some
assets that have appreciated in value from their origi-
nal acquisition cost and others that have declined in
value. Yet generally accepted accounting principles
(GAAP) and regulatory accounting generally record
assets at historic cost rather than at their current mar-
ket value. Thus, regulatory capital may differ substan-
tially from the economic capital available to support

the long-run viability of a bank and reduce losses
should it fail. A bank can boost its regulatory capital
by accelerating the recognition of gains or losses for
assets by selling them, achieving the effect of marking
these assets to market. Further, banks have some dis-
cretion in the timing of setting aside reserves for bad
loans. Thus, a seemingly low-cost way for a banking
organization to maintain or increase its regulatory cap-
ital ratios is to avoid recognizing losses on depreciated
assets and accelerate recognition of gains on assets
that have appreciated in value.17

Myron B. Slovin, Marie E. Sushka, and John 
A. Polonchek (1991) recognized the potential for in-
creasing regulatory capital through banks’ sale-and-
leaseback transactions (for example, selling their
headquarters building to outside investors and simulta-
neously leasing back the building) and divestitures.
They argued, however, that these transactions may al-
so send a negative signal to the financial markets about
the value of existing assets and the bank’s future earn-
ings prospect. Banks with favorable information about
their future prospects can, at least within certain
ranges of regulatory capital ratios, signal their good
news by not selling assets but rather waiting for future
earnings to boost their capital. Banks with unfavorable
information may find the do-nothing strategy too cost-
ly and be forced to engage in these transactions or take
other action to boost capital. Slovin, Sushka, and
Polonchek (1991) studied sale-and-leaseback transac-
tions and divestitures for banking organizations during
the period from 1974 to 1988. Prior studies of nonbank
sale-and-leasebacks and divestitures had reported sig-
nificantly positive abnormal returns to the sellers. In
contrast, Slovin, Sushka, and Polonchek found signifi-
cant negative prediction errors for sale-and-leasebacks
and insignificantly positive prediction errors for di-
vestitures. These results support their hypothesis that
asset sales represent unfavorable information to in-
vestors.

In terms of recognizing losses, evidence suggests
that banks manage their loan-loss allowance (re-
serves). If loan-loss reserves depend solely on expect-
ed future losses and they summarize all available
information, then they alone should be sufficient to
predict future loan charge-offs (the writing off of spe-
cific loans). Berger, Kathleen Kuester King, and
James M. O’Brien (1991) showed, however, that in
predicting the current value of charge-offs the infor-
mation about lagged nonperforming loans adds signifi-
cantly to that obtained from the loan-loss allowance.
Mary Brady Greenawalt and Joseph F. Sinkey Jr.
(1988) showed that loan-loss provisions are used for
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income smoothing but did not look at their use for
managing capital levels.

One potentially instructive case of banks deferring
recognition of reductions in asset values involves
banks’ loans to Latin America. During the early and
mid-1980s a number of large banks experienced a sig-
nificant reduction in the value of their Latin American
loan portfolios, but many of the largest banks did not
fully recognize these losses until the late 1980s. Sever-
al studies examined the response of bank stock returns
to various announcements related to their Latin Amer-
ican loan portfolios. Although securities markets
quickly incorporated the implications of various mora-
toriums and reschedulings into stock returns, the
banks took longer to recognize the reduction in values
on their GAAP accounting statements.18 Thus, the pur-
pose of the delay was unlikely to have been an attempt
to hide the losses from securities markets. Slovin and
Subbarao V. Jayanti (1993) provided evidence consis-
tent with concern about capital exposure. They exam-
ined banks’ excess stock returns around the times of
the Mexican debt moratorium (August 19, 1982) and
the Bolivian debt moratorium (May 31, 1984). The set
of banks with exposure to each of these countries is
broken into two groups: (1) those with adequate regu-
latory capital ratios and (2) those with inadequate cap-
ital ratios. Slovin and Jayanti found that banks with
inadequate capital suffered significantly more adverse
stock return reactions than did banks with adequate
capital. Although loan-loss reserves were formally
counted as a part of regulatory capital at this time,
Slovin and Jayanti interpreted this fact as suggesting
that the market believed that banks with inadequate
capital would need to issue new capital, cut dividends,
or reduce their asset base. James J. Musumeci and
Sinkey (1990) reached a similar conclusion for the an-
nouncement of the Brazilian experience (February 20,
1987) using market value (but not book value) capital
ratios.

Analyzing the recognition of changes in securities
values may be especially interesting because securities
may have either gains or losses and trade in relatively
liquid markets.19 Myron S. Scholes, G. Peter Wilson,
and Mark A. Wolfson (1990) examined the recogni-
tion of securities gains and losses by a sample of most-
ly very large banks that are on Bank Compustat data
tapes. They found evidence that banks with lower cap-
ital ratios are likely to have smaller recognized losses
or larger recognized gains than banks with higher cap-
ital ratios. Mark Carey (1994) examined more than
6,000 commercial banks’ sales of securities from their
investment portfolios, or gains trading. He found that

most gains trading is done to boost current earnings or
to smooth earnings. Relatively few banks appear to en-
gage in gains trading to boost their capital account, and
the magnitude of such trading appears to be small.
Carey also found little evidence that gains trading in-
creases bank risk. Perhaps one important reason that
gains trading is not done to boost capital is revealed in
Carey (1992). He found that gains trading does not im-
prove examiners’ evaluations of a bank. Indeed, gains
trading tends to reduce a bank’s CAMEL rating (see
note 14). Carey found that gains trading does not have
a favorable effect on the firm’s stock price. He suggest-
ed that gains trading may be motivated by managerial
compensation contracts that emphasize accounting
earnings, and he provided some weak evidence to sup-
port this hypothesis.

Summary of Cosmetic Changes. One type of cos-
metic change that banks may make to their regulatory
capital ratios is to increase their capital but at the same
time increase their risk. Whether the increase in risk
will more than offset the rise in capital and increase
their probability of failure is unclear. The empirical
evidence provides some indication that increases in
capital are partially offset by greater risk-taking. How-
ever, none of the empirical studies indicate that higher
regulatory capital requirements actually increase
banks’ risk of failure or the likely losses to depositors
and deposit insurers in the event a bank failed. One
potentially useful area for empirical work is to test the
hypothesis in Calem and Rob (1996) that a bank’s re-
sponse to higher capital requirements may depend in
part on their initial capital ratios.

Another type of cosmetic change involves raising
regulatory capital levels in ways that do not increase
the market value of capital. Examples of such actions
include accelerated recognition of gains (but not loss-
es) via sale-and-leaseback transactions, gains trading
with securities, and deferring recognition of loan loss-
es. These actions may sometimes circumvent the regu-
lators. However, some empirical evidence suggests
that the market can see through these accounting gim-
micks, interpreting them as signs of likely weakness in
future earnings and accordingly reducing the stock
price of the bank.

Regulators cannot prevent all cosmetic changes to
capital ratios, but they should be able to adjust regula-
tory requirements to offset banks from gaining material
improvements through cosmetic changes. In principal,
regulators could eliminate all cosmetic changes to eq-
uity by requiring mark-to-market accounting. However,
Berger, King, and O’Brien (1991) pointed out that
market value is an ambiguous concept and some of the
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more relevant definitions of market value are not sub-
ject to perfect measurement. Nevertheless, they noted
substantial opportunities for regulators to adjust for
cosmetic changes to capital. Similarly, regulators
could, in principal, eliminate all incentives for banks
to increase their risk exposure by evaluating the riski-
ness of each bank’s total portfolio. Such measures do
not exist, however, and may not be attainable as long
as management has private information about the risk-
iness of its assets. However, regulators can identify
many of the strategies a bank can follow to increase its
risk, and their ability to identify material increases
should be enhanced by focusing more on banks’ risk
management procedures. Moreover, once regulators
identify cosmetic changes to capital ratios, they can, at
least in the United States, impose higher capital re-
quirements to offset the cosmetic changes.

Effective Increases in the 
Capital Cushion

A bank may provide an effective increase in its cap-
ital cushion when that is the cheapest alternative or
when regulators give the bank no choice. The increase
may stem from reducing the bank’s risk exposure or
increasing its capital levels.

Wayne Passmore and Steven A. Sharpe (1994) ana-
lyzed banks’ response to inadequate regulatory capital
levels in a model in which banks cannot avoid the reg-
ulations by making cosmetic changes to capital ratios.
Their analysis suggested that the reason a bank is un-
dercapitalized influences the bank’s response and that
the time horizon under consideration is also important
in some cases. Loan levels decline in the short run (be-
fore equity capital levels can adjust) in response to a
variety of causes of undercapitalization, including an
increase in the risk weighting on loans, an increase in
the leverage requirement, or an exogenous capital
shock. However, some of these causes may spur a
short-term rise in securities holdings. The most strik-
ing short-run versus long-run difference relates to ex-
ogenous capital shocks, which in the long run has no
effect on the size or distribution of a bank’s portfolio.

Passmore and Sharpe also analyzed one other im-
portant case, that of a decline in loan demand. Ordi-
narily a decline in loan demand would be considered a
drop in the quantity of loans demanded at the going
contract rate of interest on loans. From the bank’s per-
spective, however, another equally valid interpretation
is that the quantity of loans demanded at the going

contract rate is unchanged but that the bank’s expected
rate of return at the going contract rate has dropped
because the bank anticipates a higher default rate. The
second interpretation is especially relevant when con-
sidering the impact of sudden declines in the capital
level given that the declines are often caused by an in-
crease in default rates on outstanding loans. A de-
crease in loan demand by itself causes a short- and
long-run decrease in loans, a short-run increase in se-
curities, but no long-run change in securities holdings.

Reducing Risk Exposure. Banks may reduce their
actual risk exposure in a variety of ways, including re-
ducing the volume of risky financial activities and in-
vesting in financial instruments with low or negative
correlations with their existing portfolio (that is, en-
gaging in diversification or hedging). In order to im-
prove their regulatory capital ratios, however, banks
must reduce their volume of risky financial activities.
Risk reduction through greater diversification and
hedging is not explicitly incorporated into the capital
standards.

The literature on risk reduction to enhance regula-
tory capital ratios focuses on banks’ reducing the size
of their asset portfolios, especially their lending port-
folios. Banks may reduce their portfolios either direct-
ly by selling off existing loans with other financial
intermediaries or indirectly by first converting loans
into securities (a process called securitization). Alter-
natively, banks may shrink their portfolios by refusing
to make new loans that have a positive net present val-
ue and allowing loan repayments to shrink the portfo-
lios. From a social perspective, it is likely that some
type of loan sale is preferable to banks’ refusing to
make positive net present value loans.

Loan Sales. Loan sales have the potential for im-
proving banks’ regulatory capital ratios.20 Potential
loan buyers must worry, however, that the selling bank
will sell loans that are of lower quality than the buyer
expects and will not adequately monitor the loan after
it has been sold. One way of alleviating buyers’ con-
cerns is for the seller to retain the risk exposure via a
recourse agreement or by having the seller retain a ju-
nior claim on a fraction of the loan. The regulatory
capital requirements are structured, however, so that a
selling bank’s capital requirement is not reduced to the
extent that the sale of a loan does not reflect a reduc-
tion in the seller’s credit exposure. For example, if a
bank sells 80 percent of a loan but retains 99 percent
of the credit risk then the bank will get little or no re-
duction in its capital requirement.

Gary B. Gorton and George G. Pennacchi (1995)
suggested that the incentive for sellers to cheat loan
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buyers may be reduced if the seller retains a fractional
interest in the loan and desires to maintain a good rep-
utation so that it can engage in future loan sales. Sell-
ers will face reduced capital requirements if the credit
risk that is transferred is proportionate to the amount
of the loan; for example, if a bank sells 80 percent of a
loan with the buyer assuming 80 percent of each dollar
of credit losses, then the selling bank need only in-
clude the remaining 20 percent of the loan amount in
its regulatory capital ratio calculations.

Most of the theoretical analysis of the implications
of capital requirements for loan sales focuses on the
choice of retaining or selling newly originated loans.
Charles T. Carlstrom and Katherine A. Samolyk (1995)
suggested that bankers will sell loans even if they can-
not precommit to good behavior if the gains from sell-
ing are large enough. Kathleene K. Donahoo and
Sherrill Shaffer (1991) showed that small changes in
capital requirements will not cause banks to start loan
sales programs but may increase the volume in exist-
ing programs. Large increases may cause banks to en-
ter the market as loan sellers. Flannery (1989) argued
that the type of loan sold may depend in part on how
regulators treat it. His particular focus was the effect
of the supervisory evaluation of loan quality on the in-
centive to make and retain certain types of loans.
However, he noted that his argument also applies to
banks’ choice of which loans to sell.

Empirical evidence from Christine Pavel and David
Philis (1987) suggested that banks subject to binding
capital regulation are more likely to sell loans. Kateri-
na Simons (1993) documented the effectiveness of al-
ternative mechanisms in preventing sellers from taking
advantage of buyers. She found that the proportion of
the loans retained increases monotonically as the ex
post quality of the loan declines.

Reducing the Amount of New Loans. Most analyses
of reductions in bank lending have focused on the pe-
riod in the late 1980s and early 1990s that is some-
times called the credit crunch. A major issue in the
credit crunch literature is whether binding capital con-
straints (induced by higher standards or weakened
capital bases) resulted in a reduction in bank lending,
especially to customers with limited nonbank alterna-
tives. Early analysis identified, and in some cases
tested, a variety of possible explanations for the de-
cline in lending, including a reduction in loan supply
due to (1) adverse shocks to capital combined with
binding regulatory requirements, (2) adverse shocks
to capital combined with market pressure for higher
capital, (3) an increase in regulatory capital require-
ments, and (4) less favorable treatment of loans for

the purpose of calculating regulatory capital require-
ments. Other explanations for the lending declines
might be reductions in loan demand due to (1) a per-
ceived decrease in expected loan repayments, (2) a
weaker economy, (3) a secular decline in bank’s mar-
ket share, and (4) banks’ higher capital levels.21

Determining which of the above factors contributed
to the credit decline is impossible a priori because all
of them can be supported by changes in the economic
environment in the early 1990s. One complication for
empirical analysis is that the explanations are not mu-
tually exclusive, so the real question is not which ex-
planations are true but rather what were their relative
contributions to the decline. Recent empirical work
has focused on multivariate, cross-sectional studies to
sort through the various explanations to the extent per-
mitted by the data. Several studies document the
shocks to capital in the early 1990s. For example, Di-
ana Hancock, Andrew J. Laing, and James A. Wilcox
(1995) showed that the capital shocks for their sample
of large banks were twice as large in the early 1990s.
Studies by Shrieves and Dahl (1995) and Hancock,
Laing, and Wilcox (1995) found that bank portfolios
were more sensitive to these shocks in the early 1990s
than in the late 1980s . Thus, capital shocks appear to
have played at least a partial role in the decline in
lending.

While loan losses appear to have contributed to the
decline in lending, the impact of the shocks may have
been increased if banks’ target capital levels rose be-
cause of regulatory or market pressure. One source of
possibly increased regulatory pressure was the imposi-
tion of risk-based capital guidelines in the late 1980s
in addition to a leverage (capital to total assets) stan-
dard. The risk-based capital standards focused on
credit risk, imposing full capital charges on most types
of lending to private firms and individuals but smaller
charges (in some cases no charge) for many types of
securities. Thus, these standards could have caused
banks to reallocate their portfolios from loans to securi-
ties. While the imposition of risk-based capital guide-
lines could provide a partial explanation, empirical
analysis by Berger and Udell (1991) found little sup-
port for a drop in lending related to risk-based capital.

While the imposition of risk-based capital standards
does not appear to be an important factor, an increase
in market or regulatory leverage targets appears to have
occurred in the early 1990s. Shrieves and Dahl (1995)
calculated mean target capital ratios for banks using
(1) parameters estimated using 1985-89 data and mean
values of the explanatory variables in 1990 to 1991
and (2) parameters and mean values of explanatory
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variables from 1990 to 1991. They found that the capi-
tal targets were higher using the parameters estimated
from the 1990-91 data. Thus, the evidence suggests
that in 1990-91 banks had higher capital targets and
their loans adjusted more rapidly to capital shocks (in-
cluding any reduction in lending demand).

However, Steven A. Sharpe’s (1995) critical review
raised a number of questions about what conclusions
may be drawn from this literature. One especially im-
portant issue he pointed to is that the capital shocks re-
sulted from loan losses, and these loan losses in turn
may signal a decline in the profitability of lending.
Thus, Sharpe found it difficult to develop an unam-
biguous interpretation of the credit crunch papers he
surveyed. Consistent with this critique, one could ask,

If the problem was due solely to capital constraints,
why did the banks not use the loan sales market to
fund the loans?

If regulatory capital requirements played an impor-
tant role in the credit crunch, then an important ques-
tion is whether the changes in capital targets were due
to changes in regulatory or market pressure, an issue
that is outside the scope of the above credit crunch pa-
pers. Evidence that regulatory pressure was the domi-
nant factor for at least some banks comes from Joe
Peek and Eric S. Rosengren (1995), who focused on
lending by banks in New England that were subject to
a formal regulatory mandate to improve their capital
ratios. Their findings suggest that banks subject to for-
mal orders sought to increase their capital ratios by re-
ducing their loan portfolio significantly faster than
banks that were not under a formal order, even after al-
lowing for differences in capital ratios. Two types of
additional evidence come from Wall and D. Peterson
(1995). First, as previously noted, they found that most
banks in their sample had a high probability of coming

from the regulatory regime. Further, they found evi-
dence, consistent with Peek and Rosengren’s, that
banks subject to a formal regulatory order to improve
their capital adjusted toward their capital targets at a
faster rate than did banks not subject to an order.

Increasing Capital Levels. The other way that
banks may effectively increase their capital cushion is
by increasing their regulatory capital. Banks can do so
by increasing their retained earnings or issuing new
securities. An efficiently run bank is already maximiz-
ing its profits given its risk level, so the only way it
can increase its retained earnings is by taking more
risk (which would initially decrease its effective capi-
tal cushion) or reducing its dividends. The types of se-
curities a bank can issue to satisfy its regulatory capital
requirements have varied over time. The capital stan-
dards have given full weight to common and preferred
stock issues, including them in their most limited defi-
nitions of capital (core capital). The 1981 standards al-
so counted a type of debt security called mandatory
convertible debt (debt that had to be refunded with
common or preferred stock) as an element of core cap-
ital (called primary capital). More recent standards
consider mandatory convertible debt an element of to-
tal capital (tier one plus tier two capital), not as an eq-
uity issue in core capital. Subordinated debt has been
included as an element of total capital but not as an el-
ement of core capital in the various post-1981 stan-
dards.

An understanding of banks’ decision to increase reg-
ulatory capital comes from two types of studies: (1) those
that examine banks’ decision to increase their capital
and (2) those that focus on stock market reactions to
banks’ announcements of plans to issue new capital.
Connecting the results of these two types of studies is
difficult because the studies of decisions to issue new
capital focus on banks whereas the stock market reac-
tion studies focus primarily on bank holding compa-
nies. Banks that issue capital directly to the market are
generally too small to have widely traded stock issues.
In contrast, larger banks typically issue capital to their
bank holding company parent, which may or may not
have issued a capital instrument to fund the purchase.

Dahl and Shrieves (1990) analyzed 753 equity capi-
tal issues occurring during 1986 and 1987. They divid-
ed their sample along two dimensions: (1) adequately
capitalized (a total capital ratio greater than 7 percent)
versus undercapitalized banks (a ratio below 7 per-
cent) and (2) independent banks versus banks affiliat-
ed with one-bank holding companies versus banks
affiliated with multibank holding companies. The
sample of holding company banks was subdivided be-

12 Economic Review March/April 1996

Because banks may respond to binding 

regulations in a variety of ways, regulators

need to consider what response they want

to elicit when formulating new regulations.



cause independent banks issue securities to the market
whereas affiliated banks often issue securities to their
parents as noted above, and holding company banks
may be managed as part of an integrated unit rather
than as stand-alone entities. Not surprisingly, Dahl and
Shrieves found that, by regulatory standards, under-
capitalized banks are more likely than adequately cap-
italized banks to issue capital. Further, to gauge the
importance of regulatory pressure they calculated, us-
ing an equation estimated with only adequately capi-
talized banks, the probability that an undercapitalized
bank will issue capital. They found that undercapital-
ized banks issue equity more often than would be pre-
dicted for similar yet adequately capitalized banks.

Dahl and Michael F. Spivey (1995) examined banks
during the 1981-88 period that were undercapitalized
according to standards used to implement the prompt
corrective action provisions of FDICIA. Their goal
was to determine which actions were most likely to re-
sult in the bank reaching an adequate capital level by
the end of 1989. The study found that less than one-
quarter of undercapitalized banks, pre-FDICIA, paid
dividends and that dividend payments were not statis-
tically significantly related to the probability of recov-
ery. In contrast, a bank’s survival was significantly
related to capital injections into the bank, a decision
that is under the control of the firm’s managers. As
Dahl and Spivey pointed out, owners are unlikely to
inject capital into banks that will probably be closed
by the regulators. Dahl and Spivey’s results also sug-
gest that expense control (salary and occupancy ex-
pense and interest expense) is significantly related to
whether, but not how quickly, a bank becomes ade-
quately capitalized.

Analyzing stock market reactions to bank capital is-
suance decisions may provide more insight into the
private costs of raising new capital. Wall and Pamela
P. Peterson (1991) reviewed bank holding companies’
decisions to issue several types of new securities be-
tween 1982 and 1986. They found significantly nega-
tive abnormal returns for common stock but not for
preferred stock, convertible debt, mandatory convert-
ible debt, and subordinated debt. They found that the
common stock returns were significantly lower than
those for mandatory convertible debt (at the 5 percent
level) and preferred stock (at the 10 percent level). Af-
ter further analysis of the characteristics of the issuing
firms and the abnormal returns, Wall and Peterson
concluded that their results are best explained by a
Myers and Majluf-type (1984) model.

The hypothesis that common stock issues may sig-
nal adverse private information is supported by Slovin,

Sushka, and Polonchek (1992), who analyzed the ef-
fect of the issuance announcement on the stock returns
of the issuing bank holding companies’ competitors.
The researchers focused on the issuance decision by
money center banks in the United States during the pe-
riod from 1975 to 1988 and analyzed three groups of
competitors: other money center banking organiza-
tions, a sample of regional banking organizations, and
a sample of investment banking firms. They found that
all three groups of competitors showed significantly
negative abnormal returns in the wake of the securities
issuance announcement. In contrast, similar analysis
of the stock returns of the competitors of industrial
firms revealed no significant market response on the
part of the competitors. These results suggest that the
decision to issue common stock may have signaled the
market that it overvalued the assets of large financial
firms.

Marcia Million Cornett and Hassan Tehranian
(1994) suggested another way to look for evidence
that bank holding companies’ common stock issues
signal adverse information. They compared the abnor-
mal stock returns of issuing bank holding companies
that have capital ratios below regulatory requirements
with those of issuing bank holding companies that
have adequate regulatory capital ratios. Bank holding
companies with capital ratios above the regulatory re-
quirements are likely to be voluntary issuers that could
avoid issuing new capital if their managers thought
their stock was undervalued. In contrast, bank holding
companies with capital levels below the regulatory re-
quirements may have been involuntary issuers of capi-
tal in the sense that the regulatory costs of not issuing
new capital would exceed any losses from issuing
stock that management believed was undervalued.
Cornett and Tehranian’s results support the hypothesis
that voluntary common stock issues had significantly
lower abnormal returns than did involuntary issues.
The abnormal returns associated with other types of
capital issues are insignificant for both the voluntary
and involuntary samples.

Summary of Effective Increases in the Capital
Cushion. Banks can increase their regulatory capital
ratios and their true capital cushions by shrinking their
loan portfolio. One way to shrink the portfolio is to
sell loans to other financial intermediaries. A possible
problem with such sales is that the buyers will dis-
count the loans to reflect the possibility that the seller
may be trying to unload its weaker loans. To offset this
concern, banks selling loans tend to sell more of their
higher-quality loans. Another way of shrinking the
portfolio is to refuse to make good new loans while
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1. For a long-term perspective on bank capital levels, see
Kaufman (1992).

2. For a broader discussion of capital regulation see Berger,
Herring, and Szegö (1995).

3. For a survey of systemic risk issues both prior to and after
the passage of the Federal Deposit Insurance Corporation
Improvement Act of 1991, see Wall (1993).

4. Marcus (1983) argued that regulators were successful in
preventing any one bank from reducing its capital ratios
substantially below the industry average yet were unable to
prevent the industry as a whole from ratcheting their capital
ratios downward.

5. For a review of the 1981 capital standards, see Wall (1989).
6. For a discussion of the 1988 risk-based standards, see Wall

(1989).
7. See Wall (1993) for a discussion of the act.
8. Selling an asset that has appreciated in value may reduce

the economic capital of a bank by accelerating the tax the
bank pays on its earnings from the asset.

9. See Miller (1995) for a discussion of the relevance of
Modigliani and Miller’s propositions to banking.

10. For example, see Modigliani and Miller (1963), DeAngelo
and Masulis (1980), and Masulis and Trueman (1988) on
income taxes and Baxter (1967) and Kraus and Litzenberger
(1973) on bankruptcy costs.

11. Diseconomies of scale exist if an increase in volume results
in an increase in average unit costs. Dead-weight losses of
bankruptcy are costs that arise solely because of the
bankruptcy and provide no social value. An example of a
dead-weight cost would be the legal costs arising from a
bank’s failure.

12. See Jensen and Meckling (1976), Barnea, Haugen, and Sen-
bet (1981), and Jensen (1986) for a discussion of agency
costs in more general settings.

13. However, even with the setting of numeric targets, the regu-
latory requirements were not perfectly transparent because
supervisors could set higher requirements on a case-by-case
basis.

accepting repayment on outstanding loans. The extent
to which this practice has occurred is difficult to mea-
sure, however, because banks that have had adverse
shocks to their capital may also be in markets with few
good lending opportunities. Banks may also increase
their regulatory capital ratios by issuing new capital
instruments. 

One theme that arises in both the discussion of cos-
metic changes and the discussion of new capital in-
struments is that of the stock market’s reaction to
different ways of meeting the capital regulations. The
market rewards banks that can meet capital require-
ments through profits from ordinary operations with-
out relying on cosmetic accounting changes. On the
other hand, banks that must resort to accounting gim-
micks or new capital issues are viewed as signaling
weak future profitability, and their stock prices drop to
reflect that adverse signal.

Conclusion

Bank capital ratios have become a primary measure
of banks’ financial condition as a result of internation-
al efforts to achieve a degree of harmony in bank su-
pervisory rules across countries and the inclusion of
prompt corrective action in FDICIA. If this focus on
bank capital is to continue, then a better understanding
of banks’ responses to binding capital regulation
would be valuable.

One question about which little is said in this article
is, What determines banks’ choices from the menu of
alternatives when they are confronted with binding
regulation? Given that banks are likely to choose the
option that has the lowest long-run costs, a better way
of stating the question is, What determines the relative
magnitudes of cost associated with each of the alterna-
tives? More research on this topic would be desirable.

Because banks may respond to binding regulations
in a variety of ways, regulators need to consider what
response they want to elicit when formulating new
regulations. Presumably the regulations are being im-
posed to reduce the risk of a systemic problem and the
expected losses of the deposit insurance agency. If so,
then regulations that encourage cosmetic responses
are, by definition, unlikely to accomplish regulatory
goals. Whether regulators should care whether banks
meet the regulations by reducing the volume of their
risky activities or by increasing their capital is less ob-
vious. On the one hand, one could easily imagine cir-
cumstances under which a reduction in bank lending
would be considered undesirable in the short run.
However, pressing banks to undertake the alternative
of increasing capital might be even more costly in the
long run. A third alternative, which is not feasible un-
der the current guidelines, would be to allow banks to
reduce risk exposure by increased diversification or
hedging. This option could prove to be the least costly
to banks and society in many instances.

14 Economic Review March/April 1996

Notes



14. Cargill (1989, 357) analyzed the contribution of CAMEL
ratings in explaining bank certificate of deposit (CD) rates.
(CAMEL [capital, assets, management, earnings, and liq-
uidity] ratings are an index used by examiners to summarize
their evaluation of a commercial bank.) He concluded that
“confidential CAMEL ratings assigned to banks on the ba-
sis of on-site examination are largely proxies for market in-
formation.” However, CD rates cannot be used to determine
whether CAMEL ratings reflect the results of confidential,
on-site examinations because by definition this information
would not be known to the market. All that can be said is
that CAMEL ratings do not contain publicly available infor-
mation that is not already incorporated in Cargill’s other ex-
planatory variables.

15. Bank holding companies and banks are treated separately
because some of the factors influencing the two capital ra-
tios may be different. For example, a bank holding compa-
ny’s consolidated capital ratio is likely to influence the
firm’s tax liability, whereas a subsidiary bank’s capital ratio
may not influence the bank holding company’s overall tax
liability. For example, a bank holding company may issue
debt and pass it along to a subsidiary bank as equity or issue
equity and pass it along as debt.

16. Management may not choose riskier portfolios even if they
increase shareholder wealth if managers and shareholders
have divergent interests. Noe, Rebello, and Wall (1996)
showed how a combination of regulatory policies for bank

closure and management compensation may be used to dis-
courage management from following higher risk strategies,
even when these strategies are optimal for shareholders.

17. Studies of troubled nonbank firms suggest that managers
may make judicious choice of accounting treatments either
to avoid violations of debt covenants or to win concessions
from unions or the government. Several studies indicate that
the closer a firm is to violating its debt covenant restriction,
the more likely that the firm’s management will select in-
come-increasing accounting choices (Christie 1990, De-
Fond and Jiambalvo 1994, Skinner 1993, and Sweeney
1994). There is some evidence that firms in financial diffi-
culty may make income-decreasing choices if the lower in-
come increases the likelihood of winning concessions from
unions or the government (DeAngelo, DeAngelo, and Skin-
ner 1994).

18. For example, see Smirlock and Kaufold (1987), Bruner and
Simms (1987), and Mansur, Cochran, and Seagers (1990).

19. A recent decision (FAS 115) by the Financial Accounting
Standards Board effectively requires banks to mark most of
their securities portfolio to market for the purposes of deter-
mining their capital as measured by generally accepted ac-
counting principles.

20. See Berger and Udell (1991) for a more extensive review of
the securitization literature.

21. For a review of many of the issues associated with the credit
crunch see Federal Reserve Bank of New York (1994).
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