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Abstract

We study the effects of the inflation targets established for Decem-
ber of each year on the conduct of monetary policy. The hypothesis
tested postulates that the annual inflation targets could have produced
some seasonality in the operation of the overnight interbank funds mar-
ket in which the government funding rate is determined. To test this
hypothesis a series of Taylor rules are estimated using linear and non-
linear methods. The results show that the inflation targets established
for the end of year have special importance in the determination of
the interest rate during the middle months of each year, and in the
last quarter the focus of attention shifts to the target corresponding to
December of the next year. Also, the results suggest that during the
disinflation period, the short term interest rate has shown less inertia
and more intense reactions to inflationary pressures during the central
months of each year.
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1 Introduction

Since the adoption of the floating exchange rate regime in December 1994,
it has become increasingly obvious that monetary policy is now the nominal
anchor of the Mexican economy. In particular, after a short period (1995-
1996) in which limits were set on the expansion of the monetary base, and
with the growing realization that fiscal policy was not going to play a dom-
inant role, monetary policy has to an increasing extent been conducted in
accordance with an inflation-targeting framework. During the disinflation
process observed since the second half of the 1990s, that framework has been
implemented by establishing annual inflation targets for the National Con-
sumer Price Index (INPC) for December of each calendar year. The fact that
the monetary authority operates in a context where targets are established
for the end of the year suggests that the conditions under which it operates–
and the scope for achieving those targets–are not uniform throughout the
year.

This paper explores the possible effects of annual inflation targets on the
conduct of monetary policy in Mexico in recent years. We first attempt to
show that, during the disinflation process, the inflation targets for December
of each year have taken on greater importance than they would have had if
monetary policy had been directed at achieving inflation targets over moving
time horizons of fixed duration. We also assess the reaction of short-term
interest rates to inflationary pressures, and review the data for evidence of
seasonal variations in that reaction.

It may be conjectured that, if special importance is attached to the
inflation target for December of the current year, then monetary policy
should be less tolerant when signs of inflationary pressures emerge in parts
of the year other than those periods close to year-end. The reason for this
is that, because the effects of monetary policy are produced with a lag, the
greatest scope for influencing inflation to bring it into line with the target will
be found several months before the end of the year.1 Thus, monetary policy
might be expected to become more cautious at the end of the year, when
annual inflation for that particular year is less sensitive to contemporaneous
interest rates and the inflation target for the following year is still too remote
to allow an accurate evaluation of the risks surrounding it. For the same
reasons, such conduct might also be carried over into the beginning of the

1Martínez, Sánchez, and Werner (2001) use autoregressive vectors to estimate these
lags. According to their findings, the first significant effects of the real interest rate on
inflation occur after four months; the maximum impact comes at eight months; and after
10 months the effects are no longer statistically significant.
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following year. Generally speaking, the evidence presented in this paper
would appear to support these assertions.

Our analysis focuses on the possible seasonality of the money market’s
behavior, which means that we need not concern ourselves with the spe-
cific dates of economic shocks that may have provoked reactions from the
monetary authority. Consequently, the evidence presented here regarding
seasonality in interest rate sensitivity to various indicators of inflationary
pressures should not be taken to imply that there was any seasonal pattern
to the major shocks that may have affected those rates. As examples of
external shocks, we may point to the crises that broke out in Thailand and
Korea at the end of 1997, the Russian crisis in the summer of 1998, and the
Brazilian crisis of early 1999.

In exploring the hypotheses described above we use the Taylor rules, a
methodology that involves analyzing specific determinants of the short-term
interest rate. This methodology involves a certain risk of error in Mexico’s
case because Banco de México’s operational target (the instrument) is not
a specific level for the short-term interest rate, but an amount representing
the balance of commercial banks’ current accounts with the central bank
(known as the corto or “short”). Under this system, short-term interest
rates depend not only on the actions of the central bank but also on those
of private transactors. In fact, the market may approximate the central
bank’s reaction function, which means that monetary conditions can change
without necessarily entailing a change in the monetary policy instrument.
In other words, it may be conjectured that there has been a specific pattern
in the way monetary policy has been conducted, and that we can predict the
effects of that pattern on the functioning of the money market; however, it
is much more difficult to observe monetary conditions and attempt–based
on a study of those conditions–to draw conclusions regarding the conduct
of monetary policy. Nevertheless, the methodology based on monetary rules
is still useful because the monetary authority monitors interest rates very
closely to assess the degree to which they are consistent with the inflation
target, and when it deems it necessary, the monetary authority will trigger
changes in the rates trajectory by using the “short”.

It must be noted that, while this paper focuses on Mexico’s experience,
its results might be borne out by the results observed in other countries.
Its implications could help enhance the conduct of monetary policy by other
central banks that have adopted inflation targeting and a gradual disinflation
strategy. In this connection we might, for example, mention Chile, Slovakia,
Greece, India, Israel, Peru, Poland, and Switzerland.

The remainder of the paper is organized as follows. The second section
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provides a brief review of the monetary rules methodology, while the third
section explains how the problem of annual inflation targets is introduced
into that methodology. The fourth section presents estimations of some
models that seek to address the questions of (a) when the inflation target for
the current year becomes relatively less important in determining the interest
rate, and (b) whether it is possible to identify periods when the interest
rate is more sensitive to changes in the various indicators of inflationary
pressures. Our findings suggest that the interest rate has reacted more
sharply to such pressures in the middle months of the year, and that in the
final quarter of the year it becomes more sensitive to the inflation gap for
the following year. In the fifth section we use techniques for estimating time
series with regime changes to characterize the regimes under which money
market interest rates seem to have been determined in recent years. That
method allows us to identify endogenously the time at which changes in the
intensity of the interest rate reaction occur, and to evaluate those changes.
The results of this section confirm that during the disinflation period we
can point to a degree of seasonality in the relationship between the interest
rate and indicators of inflationary pressures, which is consistent with the
restrictions and incentives created by the establishment of annual inflation
targets. In the final section we present some conclusions, considering the
fact that the disinflation process is drawing to a close.

2 The Taylor Rule

Taylor-type rules can fulfill a policy-making function when they are used as
the basis for policy recommendations, and they can have another, positive
meaning when they are estimated empirically. In the former case, the rule
indicates what the monetary authority should be trying to achieve through
its interventions in the money market. In the latter case, a monetary rule
describes the relationship between short-term interest rate behavior and the
movements of certain indicators of inflationary pressures. An exercise of this
kind involves analyzing the behavior of the money market and, as a frequent
additional step, attributing to the monetary authority the prime causal role
in changes in money market conditions. In certain circumstances such a step
seems natural, especially if the monetary policy instrument is a short-term
interest rate. In the case of Mexico this may be a riskier course of action,
because Banco de México does not determine the short-term interest rate.

The indicators of inflationary pressures commonly included in the Taylor
rule are the inflation and output gaps. In addition, it is a generally accep-
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ted proposition in estimating Taylor rules that the interest rate behaves in
accordance with a partial adjustment mechanism. Beyond the statistical
usefulness of including an interest rate lag in the right hand side of the
equation to be estimated, this mechanism has a ready-made interpretation.
According to that interpretation, the monetary authority determines the
desired level of the interest rate and takes the necessary steps to move the
interest rate toward that level in a gradual manner. In other words, the
assumption is that there is a mechanism whereby, for each period, a fraction
of the difference between the observed interest rate and the desired interest
rate is closed.2 In the case of monthly data, the basic model of the monetary
rule can be expressed as follows:

it = ρit−1 + (1− ρ)
h
r + β

³
Et[πt+12]− πobjt+12

´
+ γ

³
yt − ypott

´i
+ εt (1)

In equation (1), it is the nominal interest rate, Et[πt+12] is the expected
inflation rate with a 12-month horizon, πobjt+12 is the inflation target for the
same horizon, yt is observed output, and ypott is potential output. This
equation reflects the basic structure of the most popular models of the Taylor
rule, although it is common to include other variables as well in the equation.
The selection of those variables may differ considerably from one study to the
next. In particular, the exchange rate is a natural candidate for inclusion,
and it appears in some models such as those of Ball (1999) and Svensson
(2000). Yet there is some controversy over the inclusion of the exchange
rate: it has produced mixed results in various studies (Taylor, 2001) and,
in the case of Mexico, as shown in Torres (2002), it does not appear to add
anything meaningful to the information provided by the inflation and output
gaps.

In equation (1), ρ is the parameter for the partial adjustment mechanism
and shows the inertia of the interest rate. β represents the sensitivity of the
interest rate to the deviations of inflation with respect to its target. If β>
1, an increase in the inflation gap generates a greater increase in the desired
nominal rate, which will gradually be passed through into observed nominal
rates. Thus, the ex ante real interest rate will rise to counter anticipated
inflationary pressures. On the other hand, if β < 1, the nominal rate will
not rise in the same measure as expected inflation, the ex ante real interest
rate will decline, and the deviation with respect to the inflation objective

2This interpretation of the partial adjustment mechanism is consistent with the gradual
approach that Blinder (1998) advises central bankers to follow: “Decide what to do, and
then do less.”
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will tend to widen. Consequently, β > 1 is a prerequisite for a stabilizing
monetary policy. The γ parameter in equation (1) reflects the interest rate’s
sensitivity to the output gap. A stabilizing policy is associated with γ > 0, so
that the interest rate will rise in the face of inflationary pressures associated
with an above-potential level of output.

Even if we interpret the Taylor rule as a central bank reaction function,
including the output gap in equation (1) does not necessarily mean that the
central bank’s objectives specifically include the pursuit of a given level of
economic activity. The way in which the interest rate reacts to changes in
the inflation and output gaps may depend on the type of disturbances affect-
ing the economy. If both gaps are positive, we may infer that the economy
has been suffering from excess demand, in which case a monetary policy
response is imperative. If the inflation gap is positive and the output gap is
negative, we may assume that there has been a negative supply shock, the
inflationary effects of which should be temporary, because demand is react-
ing by contracting, so that a tighter monetary stance is not necessary. On
the other hand, γ > 0 could also indicate that monetary policy is pursuing
multiple objectives. For example, in the event of a positive inflation gap and
a negative output gap, a high value for γ may mean that the desired interest
rate is lower. In this case, the intention to avoid a recession will have taken
priority over combating inflation.3 Finally, the r parameter in equation (1)
represents the steady-state interest rate level, as will be clear if the inflation
and output gaps are set at zero.

3 The Role of Annual Inflation Targets

As noted earlier, during Mexico’s disinflation period, the inflation targeting
framework operated on the basis of explicit goals for annual inflation as
measured in December of each year. We must therefore modify equation (1)
in order to assess the role played by the targets established for December.
A simple way of doing this is as follows:

iT,t = ρiT,t−1 + (1− ρ)
h
r + γ

³
yt − ypott

´
+ (2)

β
h
α
³
ET,t[πT,dic]− πobjT,dic

´
+ (1− α)

³
ET,t[πT+1,t]− πobjT+1,t

´ii
+εT,t

3See Clarida, Galí, and Gertler (1999).
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In equation (2), the sub-indices T and t indicate, respectively, the year
and the month to which each variable corresponds.4 In this equation, the
parenthesis multiplying β contains the weighted average of two inflation
gaps. The first is the inflation gap defined with respect to the inflation
target for December of the current year, while the second is the inflation
gap defined with respect to a moving inflation target that has a horizon of
12 months. α is the weight given to the inflation gap for December of the
current year.

Estimating a model like that in equation (2) for Mexico poses a problem
for the analyst, in that the targets in recent years were defined explicitly
only for December of each year. In other words, for the months of December
there is a well-defined inflation target with a horizon of 12 months, while
during the other 11 months of each year that target is not explicitly defined,
but must be constructed as part of the analysis itself. Moreover, the inflation
target for the following year, which is essential for constructing the series
for the 12-month target, was generally announced in the second half of each
year. In this paper, we have used the same convention as Torres (2002),
and we have constructed the inflation target for the following 12 months
by calculating the weighted average of two consecutive annual targets.5 On
this point, there is no guarantee that the inflation targets thus constructed
will coincide with the ones that the monetary authority may have adopted
for horizons of 12 months over the period under consideration.

The adoption of inflation targets for December of each year may result
in a degree of seasonality in the reaction of interest rates to indicators of
inflationary pressures, because the monetary authority’s stance with respect
to this target will change over the course of the year. At the beginning of the
year, the monetary authority may take steps that will have an undoubted
impact on the level of prices during the year in order to meet the December
target. Yet at this juncture it is rather difficult to estimate the magnitude
of the risks surrounding the attainment of that target, because there will
still be uncertainty as to the disruptions that might occur in the middle and
later portions of the year. On the other hand, by the end of the year much of
this uncertainty will have been resolved and the risks surrounding the target
are better known, but by then it may be too late to act, because of the lags
associated with the effects of monetary policy actions.6 To take a metaphor

4Naturally, in January of each year, when t = 1, the lag is measured by T - 1, 12.
5For example, in April 2001 the target for the following 12 months would be equal to

8/12 times the target for 2001 and 4/12 times the target for 2002.
6This might suggest that the central bank should adjust its policy constantly, whenever

there is a new shock. Yet such an approach could produce an erratic policy and might
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from game theory, it is as if the monetary authority were engaged in a duel
with inflation for December, in which the rivals draw continuously closer to
each other (Mehlmann, 2000). The monetary authority will not want to use
up its ammunition too soon, while its rival is still far away and the shot
might miss its mark; but neither will it want to wait too long, because the
rival may shoot first. This metaphor suggests that monetary policy efforts
might intensify once the monetary authority has a relatively clear idea of
the risks associated with meeting the target for December, and while it still
has time to act. On this basis, we can estimate a version of the monetary
rule that allows the values of its parameters to deviate over the course of the
year (with the exception of r, which by definition is constant). This version
of the Taylor rule is shown in equation (3).

iT,t = ρtiT,t−1 + (1− ρt)
h
r + γt

³
yt − ypott

´
+ (3)

βt

h
αt

³
ET,t[πT,dic]− πobjT,dic

´
+ (1− αt)

³
ET,t[πT+1,t]− πobjT+1,t

´ii
+εT,t

Equation (3) illustrates that the annual nature of inflation targets can
have effects on the way the money market operates. These effects might be
explained by changes in the circumstances under which monetary policy is
being conducted. Specifically, the monetary policy stance may focus during
a period of several months on achieving the target for the current year, in
which case α would be relatively high in the initial and middle portions of
the year. Nevertheless, as we approach the end of the calendar year, this
attention may shift towards the inflation target 12 months out, and so α will
decline in the latter months of the year. It is also possible to argue that,
when attention is still focused on the current year’s target and the monetary
authority still has time to act, the reaction of the interest rate to changes in
the inflation and output gaps could be relatively more intense, with a higher
β, a higher γ, a lower ρ, or a combination of these changes. In the following
sections we will estimate models for testing these assertions statistically.

4 Estimating Taylor Rules with Time-varying In-
dicators

The first method for empirically testing the hypotheses mentioned above
involves estimating equation (2) in order to establish the importance of the

undermine the institution’s reputation.
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inflation target for December of the current year. Furthermore, in order to
test the hypothesis that there is some seasonality in the determination of the
interest rate on the money market, we also estimate two different versions
of equation (3), using time-varying indicators (binary variables that take a
value of one in the periods that interest us, and are zero the rest of the
time), which serve to identify the central months of any given year.

Our sample runs from May 1997 to March 2003. The variables used in
the estimations are the following:

1. The dependent variable is the monthly average of the weighted gov-
ernment Funding Rate.7

2. The output gap is equal to the percentage difference between observed
output and potential output. Observed output is the seasonally ad-
justed series for the Global Index of Economic Activity (IGAE). A po-
tential output series was estimated by applying the Hodrick-Prescott
filter to the IGAE series, and another potential output series with
a constant annual average growth rate of 4 percent was calculated.
These two series were combined, assigning each a weight of 0.5, to con-
struct the potential output series used in the estimates. This approach
to constructing the potential output series is designed to address the
problem that the Hodrick-Prescott filter often creates at the beginning
and at the end of the sample.8

3. The inflation gap series for the current year was constructed as the
difference between the inflation rate for December of each year ex-
pected by the analysts surveyed by Banco de México and the target
established for that date.

4. The future inflation gap is calculated as the difference between the
inflation expectations of analysts surveyed by Banco de México for
the following 12 months and a weighted average of inflation targets for
the current year and the following calendar year, using as weights the

7“Weighted” means that the daily rates result from the rates observed during the day
weighted by the volume of transactions negotiated at those rates.

8We tested different specifications for the output gap, combining the HP filter with
linear trends of different slopes, and varying the weights used to combine the filter and
the linear trend. The linear trend selected is the one that appears best able to adjust the
cyclical variation in economic activity during the period under analysis. Within certain
limits, the choice of weights has no appreciable effect on the characteristics of the series
being estimated, and thus produces no changes in the outcomes of this exercise.
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fraction of each of those years that is included in a moving horizon of
12 months.9

In estimating equations (2) and (3) it is useful to bunch their terms.
Using ai to denote the coefficients to be estimated, those equations take the
following reduced form:

iT,t = a0+a1iT,t−1+a2BPT,t+a3BIFT,t+a4 (BIACT,t −BIFT,t)+εT,t (4)

Here, BP is the output gap, BIAC is the inflation gap for the current year
and BIF is the future inflation gap (for the following 12 months). On the
basis of the ai estimated with equation (4), we can recover the parameters
of the Taylor rule: ρ = a1, γ = a2/(1− a1), β = a3/(1− a1), α=a4/a3, and
r = a0/(1− a1).

Table 1 shows the outcomes of estimation where the condition a4 = 0,
which implies a conventional rule, is imposed (Model A) and also where a4
is left free in order to demonstrate the importance of the inflation target
established for December (Model B). This is a simple estimation using or-
dinary least squares and is used only as a first step.10 In this table, as in
the rest of the paper, the levels of statistical significance are indicated with
asterisks: three (***) for 1 percent, two (**) for 5 percent, and one (*) for
10 percent. The corresponding t-statistics are shown in parentheses.

The middle portion of Table 1 shows the values for the monetary rule
parameters recovered from the estimated coefficients. It will be noted that
Model B rejects the hypothesis that a4 = 0, which implies that the spe-
cification in which a4 > 0 is preferable. In other words, it confirms the
assumption that the inflation target for the current year is particularly im-
portant in determining interest rates.

Table 2 shows results for two preliminary estimations using time-varying
indicators, i.e. binary variables for identifying selected quarterly and six-
month periods. To make these estimates, we constructed variables that could
identify seasonal impacts, by multiplying each explanatory variable from the

9 It should be noted that analysts’ inflation expectations may reflect certain anomalies;
yet this does not affect the main findings of this paper, which are obtained from estimating
the monetary rules with instrumental variables. This approach neutralizes any possible
adverse statistical effects of such anomalies.

10Strictly speaking, equation (4) is a reduced form in which, using indirect least squares,
we are estimating a system of equations constituting a Taylor rule given by equation (1)
and an equation that defines the inflation gap as the weighted average of a gap 12 months
hence and a gap for the current year.
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Table 1: Monetary Rules with Seasonality for the Government Funding
Rate. Initial estimations using ordinary least squares.

A   B   

Funding Rate, Lagged 0.786 *** 0.605 ***
(12.92) (9.65)

Output Gap 0.475 *** 0.883 ***
(2.82) (5.39)

12-month inflation gap 1.356 *** 2.061 ***
(3.21) (5.36)

Difference between inflation 0.873 ***
current year and 12 months (5.11)

Constant 1.309 ** 3.321 ***
(2.14) (5.09)

  Implicit value of α 0.00 0.42
  Implicit value of β 6.32 5.21
  Implicit value of γ 2.22 2.23
  Implicit value of ρ 0.79 0.60

Observations 69 69
R2 adjusted 0.931 0.950
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model (4), including the constant, by indicators that take the value of 1 in
the periods that are of interest, and that are zero for the rest of the year.
This allows the ai coefficients to take different values at different times of
the year, thereby letting the monetary rule parameters vary. In Model C,
a0, a1, a2, a3, and a4 are allowed to vary separately in the second and third
quarters, in comparison to the period that includes the fourth quarter of
one year and the first quarter of the next. On the other hand, in Model D
they are allowed to vary in the period between April and September of each
year with respect to the period October-March. This latter period we shall
call, for the sake of convenience, the “base period”.11

The models of Table 2 are designed to identify changes in the Taylor
rule parameters during the intermediate months of the year, with respect to
the base period. In this respect, it is advisable to observe the variation in
the α parameter throughout the year. This parameter measures the relative
weight of the inflation gap for the current year within the average inflation
gap, which also includes the inflation gap for the following 12 months. This
parameter is difficult to identify in the first months of the year. The reason is
that in those months there is an high degree of overlap between the current-
year inflation gap and the 12-month inflation gap. Because of this, in the
basic regime the estimated value of this parameter reflects the weighting
given to the inflation target for the current year in the closing months of
the year. Those are the months that contribute the most to identifying this
parameter.

The models shown in Table 2 were estimated with nonlinear least squares,
because of the need to impose a nonlinear restriction on the parameters in
order to ensure that the level of the implicit long-term interest rate remains
constant throughout the year. That rate is represented by r in equation (3)
and is equal to a0/(1−a1), in terms of the coefficients of equation (4). Thus,
while a0 and a1 are allowed to vary, they must do so in such a way that the
value of the expression a0/(1− a1) remains constant. This requirement was
met with a restriction on the variability of a0, i.e., on the value of the coeffi-
cients of the seasonal indicator variables alone (with no interaction with the
explanatory variables).12

11The specification described in the text was obtained from more general preliminary
estimations in which the coefficients could change every quarter. It must be noted that the
set of variables defined as interactions between the regressors and the seasonal indicators
is sufficiently broad to ensure that we can identify separately the time-varying patterns
for each original parameter of the Taylor rule.

12 In the various estimation exercises described in this section, the value of the long-term
interest rate was around 7 percent.
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Table 2 is divided vertically into three panels: the first contains the
estimated coefficients, the second indicates some statistical tests, and the
third presents the parameters recovered from the coefficients. For each of the
models estimated (referred to as C and D), Table 2 shows three columns. The
first column presents the estimated coefficients or parameters, the second
column the statistics for evaluating the degree of significance of the values
in the first column, while the third column indicates the marginal probability
of the statistics in the second column. In the table, the expressions T2 and
T3 indicate the second and third quarters, respectively.

The main general conclusion from the top panel is that, in nearly all
cases, the interactions of the indicators for the selected periods with the
key variables have the expected signs and are statistically significant. For
example, coefficients for the interactions between the binary variables and
the interest rate lag are always negative, which may be interpreted as a
decline in the inertia of interest rate movements during the middle months
of the year.

The middle panel of Table 2 shows various statistics. The first test of
interest seeks to verify the hypothesis that the monetary rule parameters are
equal in the second and third quarters. In this case, the F statistic rejects,
with a 5 percent significance level, the hypothesis that in both quarters the
parameters are equal, which suggests that model C is better than model D.
The second test is used to verify that the presence of possible endogenous
variables is not a problem. The output gap, while contemporaneous, is
constructed using filters that include future values for output, which may
be affected by the contemporaneous level of the interest rate. Furthermore,
the inflation gaps are calculated using expectations of future inflation, which
could be affected by the contemporaneous level of the interest rate. The
null hypothesis of the Hausman test is that the output and inflation gaps
are exogenous with respect to the interest rate (or rather, that any potential
problem of endogeneity is empirically irrelevant). This hypothesis is rejected
at 5 percent significance in model C and at 1 percent in model D. The
foregoing points to the need for a procedure using instrumental variables
to correct the problem of endogeneity. As noted below, we opted for an
estimation using two-stage least squares (non-linear and restricted). Before
discussing this estimation, some comments on the lower panel of Table 2 are
in order.

The results from the lower panel of Table 2 suggest that the way in
which interest rates react in the face of inflationary pressures has reflected
some degree of seasonality in recent years. This panel shows values for the
original parameters that can be retrieved using estimated coefficients, as
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Table 2: Monetary Rules with Seasonality for the Government Funding
Rate. Restricted nonlinear model.

I. Estimation of Reduced Forms C D
Coefficient t-Stat. Mg. Prob. Coefficient t-Stat. Mg. Prob.

Lagged Funding Rate 0.739 9.98 0.00 0.734 9.42 0.00
With indicator T2 -0.683 -2.51 0.01
With indicator T3 -0.225 -1.74 0.08
With Indicator April-September -0.332 -2.77 0.01

Output Gap 0.568 2.88 0.00 0.576 2.79 0.01
With indicator T2 1.595 2.68 0.01
With indicator T3 0.297 0.86 0.39
With Indicator April-September 0.717 2.37 0.02

12- month Inflation Gap 1.296 2.68 0.01 1.269 2.55 0.01
With indicator T2 4.073 2.16 0.03
With indicator T3 2.131 2.98 0.00
With Indicator April-September 2.120 3.18 0.00

Difference between current-year
and 12-month inflation gaps 0.337 2.05 0.04 0.362 2.06 0.04

With indicator T2 2.842 2.85 0.00
With indicator T3 1.065 3.47 0.00
With Indicator April-September 1.459 4.85 0.00

Constant 2.023 3.41 0.00 2.179 3.31 0.00

II. Statistics
Observations 69 69
R2 adjusted 0.967 0.963
Test F Autocorrelation F(1,54)= 0.571 0.45 F(1,58)= 0.058 0.81
Test F Restriction T2 = T3 F(4,56)= 2.565 0.05
Test F Exogeneity F(9,40)= 2.291 0.04 F(6,47)= 2.989 0.01

C D
III. Original Parameters

Param. Chi (1) Mg. Prob. Param. Chi (1) Mg. Prob.
Value  of   α

In T3 0.41 1.02 0.31 0.54 2.80 0.09
In T2 0.59 5.71 0.02 0.54
Rest of year 0.26 0.29

Value  of   β
In T3 7.05 4.46 0.03 5.66 1.44 0.23
In T2 5.69 0.82 0.37 5.66
Rest of year 4.96 4.77

Value  of   γ 
In T3 1.78 0.45 0.50 2.16 0.00 1.00
In T2 2.29 0.06 0.81 2.16
Rest of year 2.18 2.16

Value  of   ρ 
In T3 0.51 3.04 0.08 0.40 7.70 0.01
In T2 0.06 6.28 0.01 0.40
Rest of year 0.74 0.73

Stability Test Stability Test
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well as the χ2 statistics corresponding to Wald tests. In these tests, the
null hypothesis is that the original parameters have the same value in the
key period as six months earlier. For model D, this is a simple test of
the mid-year regime against the base period; in the case of model C, the
test compares quarters 2 and 3 separately against the base regime. With
respect to parameter α, what we are told about the base period relates in
reality to the fourth quarter since, as noted earlier, information from the
first quarter is of virtually no help in identifying the value of α in the base
period. As might be expected, α increases in the middle of the year and
declines at the end of the year, probably reflecting the fact that the central
bank’s capacity to influence compliance with the target for the current year
is greatly reduced in the last quarter, at which time it shifts its attention to
the inflation target of the coming year. In column C, the parameter changes
associated with the output gap, γ, appear to be strongest in the second
quarter, while the parameter changes for the coefficients associated with
the average inflation gap, β, appear strongest in the third quarter. This
suggests that the interest rate becomes more sensitive to these indicators in
the middle of the year, albeit in a sequence indicating that the output gap is
more of a leading indicator of inflationary pressures than is the inflation gap.
This point is intuitively reasonable, since inflationary pressures represented
by the output gap operate on inflation with greater lags. Nevertheless, we
must note that the parameter associated with the output gap does not seem
to vary in a statistically significant manner. Finally, the value of ρ declines in
the middle months of the year, indicating that interest rate changes become
less gradual. In model D, for example, the average life of a discrepancy
between the observed interest rate and the desired interest rate during the
base period is nearly 70 days, while for the period April-September it is only
23 days.

The results of a two-step estimation of the Taylor rules are shown in
Table 3. As noted earlier, evidence from Hausman tests suggests that it
is best to estimate the model with instrumental variables. As a first step,
we obtained estimated values for the output gaps (BP e), inflation for the
current year (BIACe) and future inflation (BIF e). These values were ob-
tained from regressions of BP , BIAC and BIF against the lagged interest
rate and a series of predetermined instruments.13 One reason for select-

13These instruments were: growth in the industrial output index for the United States
(lags 1, 2, and 3); monthly inflation (lags 1 to 3, 6 and 9), inflation gaps for the current
year and the following 12 months (lags 1 to 3, 6, and 9), and lags 4, 5, and 6 of the output
gap. For this last series we used only distant lags to ensure that they were predetermined,
since potential output is constructed using a centered moving average.
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ing the two-step estimation approach was precisely in order to obtain BP e,
BIACe and BIF e, and to use these regressors, free of endogeneity problems,
in the estimations for Section 5 of this paper.

The design of Table 3 is similar to the design of Table 2, with the differ-
ence that the Hausman test is now excluded. In general terms, the upper
panel is very similar in the two tables. The greatest innovation in the mid-
portion of Table 3 is the test for the hypothesis that quarters 2 and 3 are
equal, which cannot be rejected at a significance level of 5 percent. Because
of this, model F is probably preferable to model E. The foregoing indicates
that it is sufficient to postulate the existence of only two regimes: one for
the October-March period, and the other for the intermediate months of the
year.

The lower panel of Table 3 shows again that α declines in the fourth
quarter. The magnitude of the decline is similar to what was estimated
in the models of Table 2. Yet this time the difference is not statistically
significant. Apparently, by using instrumental variables we have sacrificed
some accuracy in estimating the change of emphasis from the current year
to the next. On the other hand, as with Table 2, there is no significant
change in the parameter associated with the output gap.

The most striking results from models E and F have to do with the
seasonality of the parameters ρ and β. These parameters record changes
that have the expected sign and are statistically significant. Those changes
suggest that the reaction of the interest rate intensifies in the middle months
of the year, when the inflation target for the year is still a priority. In
particular, in the middle of the year, β tends to rise and ρ to decline. In
other words, the interest rate response to an increase in the inflation gap
is more intense and makes itself felt more swiftly. To put it another way,
there would seem to be two factors contributing to a greater tightening in
monetary conditions in the intermediate months of the year: on the one
hand, the difference between the observed interest rate and the desired rate
is narrowed more quickly, and on the other hand, the desired rate tends to
be more sensitive to the inflation gap.

According to these results, the sensitivity of interest rates is greater in the
middle of the year, reacting more vigorously to fluctuations in the inflation
gap (and to a lesser extent in the output gap), and becoming less gradual.
This outcome is highly intuitive. Given the lags with which monetary policy
operates (from 4 to 10 months, as noted above), the middle portion of the
year seems to be a good time to take action to influence the inflation that
will be observed at the end of the calendar year. On the other hand, in the
first quarter of the year there are greater possibilities of error in forecasting
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Table 3: Monetary Ruels with Seasonality for the Government Funding
Rate. Two-step restricted nonlinear model.

I. Estimation of Reduced Forms E F
Coefficient t-Stat. Mg. Prob. Coefficient t-Stat. Mg. Prob.

Lagged Funding Rate 0.749 8.62 0.00 0.746 8.21 0.00
With indicator T2 -0.373 -1.67 0.10
With indicator T3 -0.217 -1.37 0.17
With Indicator April-September -0.348 -2.65 0.01

Output Gap 0.525 2.33 0.02 0.533 2.27 0.02
With indicator T2 1.140 2.04 0.04
With indicator T3 0.271 0.65 0.51
With Indicator April-September 0.903 2.61 0.01

12- month Inflation Gap 1.298 2.22 0.03 1.309 2.15 0.03
With indicator T2 2.446 1.44 0.15
With indicator T3 2.780 2.80 0.01
With Indicator April-September 2.904 3.38 0.00

Difference between current-year
and 12-month inflation gaps 0.332 1.44 0.15 0.343 1.43 0.15

With indicator T2 1.304 1.83 0.07
With indicator T3 1.248 3.73 0.00
With Indicator April-September 1.426 4.38 0.00

Constant 1.705 2.63 0.01 1.748 2.60 0.01

II. Statistics
Observations 62 62
R2 adjusted 0.968 0.965
Test F Autocorrelation F(1,47)= 0.807 0.37 F(1,51)= 1.723 0.20
Test F Restriction T2 = T3 F(4,49)= 2.154 0.09

E F
III. Original Parameters

Param. Chi (1) Mg. Prob. Param. Chi (1) Mg. Prob.
Value  of   α

In T3 0.39 0.51 0.48 0.42 0.75 0.39
In T2 0.44 0.89 0.35 0.42
Rest of year 0.26 0.26

Value  of   β
In T3 8.72 6.61 0.01 6.99 4.28 0.04
In T2 6.00 0.58 0.45 6.99
Rest of year 5.17 5.15

Value  of   γ 
In T3 1.70 0.28 0.60 2.38 0.23 0.63
In T2 2.67 0.85 0.36 2.38
Rest of year 2.09 2.10

Value  of   ρ 
In T3 0.53 1.88 0.17 0.40 7.02 0.01
In T2 0.38 2.78 0.10 0.40
Rest of year 0.75 0.75

Stability Test Stability Test
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inflation for the current year, while the fourth quarter contains a similar
risk in forecasting the inflation gap for the coming 12 months, which by this
quarter will have become the priority objective. Therefore, the interest rate
should react more strongly to inflationary pressures in the April-September
period.

5 Estimating Taylor Rules with Regime Changes

An alternative way of testing whether the setting of annual inflation targets
may induce some seasonality in the reaction of the interest rate to inflation-
ary pressures is to estimate Taylor rule parameters using the methodology
proposed by Hamilton (1989, 1994). This method facilitates the endogen-
ous identification of changes over time in the monetary rule parameters. In
this way we can characterize the various regimes under which the money
market may have been operating, and we can show how those regimes al-
ternate during the period under consideration. Each regime is defined by
the values associated with the basic parameters of the monetary rule, while
the periods in which each regime predominates are identified by estimating
the probabilities that each of those regimes has prevailed at each date of the
sample.

The estimated model has the same structure as equation (4). To repres-
ent regime changes, that model can be written as:

iT,t = a0,j + a1,jiT,t−1 + a2,jBPT,t + a3,jBIFT,t (5)

+a4,j (BIACT,t −BIFT,t)T,t + εj,T,t

where j (= 1, 2) represents the regime under which the money market
is operating in month t. The transition between regimes is described as a
first order Markov chain with constant transition probabilities, pj,j , and is
represented by the following transition matrix:

Pj,j =

·
p1,1 p2,1 = 1− p2,2

p1,2 = 1− p1,1 p2,2

¸
(6)

In this last expression, p1,1 represents the probability that the money
market will remain under regime 1 between the dates T ,t and T ,t+1, while
p1,2 represents the probability that it will shift from regime 1 to regime 2.

The estimations in this section make no assumption as to the periods in
which changes in the monetary rule parameters occur. The dates on which
those changes occur will be inferred on the basis of the filtered and smoothed
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Table 4: Estimation of the Monetary Rule with Regime Changes.
Regime j=1 Regime j=2

Estimator t-Stat. Mg. Prob. Estimator t-Stat. Mg. Prob.
a0,j 2.28 4.59 (0.000) 6.49 6.86 (0.000)
a1,j 0.74 15.02 (0.000) 0.12 1.47 (0.146)
a2,j 0.56 4.32 (0.000) 2.08 9.02 (0.000)
a3,j 1.21 3.57 (0.001) 5.06 11.38 (0.000)
a4,j 0.41 3.06 (0.003) 3.10 11.97 (0.000)
pj,j 0.82 1.54 (0.129) 0.49 0.56 (0.578)
σ2j 0.94 9.41 (0.000) 0.94 9.41 (0.000)

Log of the likelihood function: -114.589

probabilities that either regime is prevalent at any given point in time. The
filtered probability in a given month is estimated using information from
observations on that date and previous dates, while the smoothed probability
is estimated using information from the entire sample. Because of this fact,
the smoothed probability is a better indicator of the prevalence of each
regime at each date of the sample.

Note that the Hamilton method presupposes that the Markovian pro-
cess represented by the transition matrix is stationary and ergodic. Strictly
speaking, this estimation method is not designed for explicitly modeling
periodic Markovian processes, which would represent the case at hand more
closely if we assume that the hypotheses we are seeking to test are correct.
Nevertheless, the estimation strategy adopted in this section takes advantage
precisely of the assumption of stationarity, thereby avoiding the intrusion of
the analyst’s beliefs about the portions of the year in which the money mar-
ket operates under a particular regime. With use of this methodology, the
statistical procedure identifies the months in which data behavior suggests
the presence of a particular regime, and we then seek to visualize a pattern
in the estimated regime changes that might suggest some kind of seasonal-
ity. Table 4 presents results from the estimations, and Table 5 shows the
parameters that are of interest.14 Figure 1 shows the filter and smoothed
probabilities that the money market is operating under regime 1.

According to the results from Table 5, under regime 1 there is greater

14As can be seen, in our estimation we imposed the restriction that the error variance
is the same under both regimes. That restriction was accepted after testing with a more
general model where all parameters are allowed to change over time. In the general
model we also tested the restriction that the constant is equal under both regimes. This
hypothesis was rejected.
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Table 5: Parameters of the Monetary Rule.
Regime j=1 Regime j=2

ρj 0.743 0.121 ***
γj 2.174 2.366
βj 4.693 5.757 **
αj 0.337 0.613 ***

inertia in the behavior of the interest rate: the coefficient of the interest
rate of the previous period is 0.74, while under regime 2 it declines to 0.12.
This decline is statistically significant at 1 percent. On the other hand,
under regime 1 the interest rate reaction to the output gap has a value of
2.2, while under regime 2 this rises to 2.4. Nevertheless, this change is not
statistically significant. As well, the interest rate reaction to the inflation
gap is less under regime 1 than under regime 2 (4.7 and 5.8, respectively),
and the importance of the inflation gap for the current year under regime
1 is 0.34, rising to 0.61 under regime 2. These changes are statistically
significant.

In short, regime 2 is characterized by less inertia in the interest rate and
greater impact on the interest rate resulting from the output and inflation
gaps. Under regime 2, the inflation gap for the current year is more import-
ant than the inflation gap for the following 12 months in determining the
interest rates.
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Figure 1: Filter and Smoothed Probabilities.
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Generally speaking, regime 1, which we might call the basic regime, was
predominant during the sample period, with an unconditional probability
of 0.74.15 This means that, on average, only one of every four months is
characterized by regime 2 and so we may regard this regime as a temporary
tightening in money market conditions. In Figure 2, the months of December
of each year are marked with dotted lines and the filtered and smoothed
probabilities that regime 1 prevails on any given date of the sample period
are shown. As can be seen, regime 1 tends to prevail at the end of each year,
while regime 2 appears more frequently at midyear. Although the episodes

15 In the Hamilton method, unconditional (or ergodic) probabilities of regimes represent
the long-term forecast of the Markov chain, and are independent of the regime under
which the system is operating at present. Furthermore, by implication, they represent the
frequency with which each regime will be observed over an arbitrarily long period of time.
This latter idea is more in keeping with the nature of the hypotheses proposed in this
paper: it reflects the fact that, in the extreme case, if there were irreducible seasonality in
the system analyzed, there would be no ergodic distribution of prevalence of the different
regimes. The regimes would succeed one other according to a certain periodicity, right
into the indefinite future. Yet, even in this case, we may say that there is a limit to the
proportion of observations corresponding to one or other regime.
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in which regime 2 appears to prevail do not occur at exactly the same time
each year, it is clear that they occur toward the middle of the year, and not
at the beginning or end of the year.

To illustrate the seasonality with which the money market appears to
have operated in recent years, Figure 2 shows, by means of the gray areas,
the periods in which the smoothed probability that the system is in regime 1
is greater than the unconditional probability of that regime, while the white
areas show the periods in which the probability of regime 2 is greater than
its unconditional probability. As can be seen, the periods in which regime
1 predominates tend to be concentrated at the turn of the calendar year,
while the periods in which regime 2 predominates tend to be concentrated
between the months of March and August. This suggests that during that
time the interest rate has shown less inertia, and has reacted more intensely
to changes in the inflation gap, and that the inflation gap for the current
year is more important in determining the interest rate.

Figure 2: Periods in which Regime 1 shows a probability greater than its
unconditional probability.
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The foregoing results are presented in a more concise format in Figure
3, which shows, for each month of the year, the proportion of the number
of months in the sample in which the smoothed probability of regime 1 ex-
ceeded its unconditional probability. For example, for the month of January,
a value of 1 is shown, meaning that in all months of January the smoothed
probability of regime 1 was greater than its unconditional probability.16 The
proportions corresponding to regime 1 are equal to unity between October
and January and reach their lowest values (0.5 or less) between March and
August. The foregoing suggests that in the middle months of the year the
interest rate has reacted more intensely to changes in the indicators of in-
flationary pressures.

Figure 3: Proportion of total number of months in the sample in which
Regime 1 has a probability greater than its unconditional probability.
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The seasonality identified is not rigid, as can be seen in the transition
16The comparison was made using the smoothed probability, because this is a better

estimator of the probability that a given regime prevails at any given point, as discussed
above.
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from the year 2002 to 2003. As Figure 1 clearly shows, regime 1 is not
present in this transition with the same forcefulness as in the other yearly
transitions. The probability of regime 1 in this last transition is greater
than its unconditional probability, and yet, with the exception of December
2002, it is far from being equal to 1. This suggests that, on that particular
occasion, money market conditions were tighter than they normally are at
the beginning and end of the year. The reason for this behavior was that the
central bank saw the need to send a signal indicating that, while the target
for 2002 might appear increasingly difficult to achieve because of temporary
factors, the commitment to return inflation as quickly as possible to its
programmatic path had not been abandoned.17

Figure 4 shows estimation errors for two models: a linear model, such as
that of column B of Table 1, and a nonlinear model with regime changes. As
can be seen, the nonlinear model’s errors are generally smaller than those of
the linear model. The model with regime changes produces a mean quadratic
error considerably smaller than the linear model (0.84 versus 2.43).

Also, in a formal test for comparing these two models, the linear model is
rejected in favor of the model with regime changes. The test in question is a
likelihood ratio test, in which the linear model represents the null hypothesis
and the model with regime changes represents the alternative. Because some
parameters (such as the transition matrix elements) are not defined under
the null hypothesis, we must correct the marginal probability corresponding
to the test statistic χ2 resulting from the likelihood ratio (see Hall et al.,
1997). The test statistic mentioned is equal to twice the difference between
the logarithm of the likelihood function of the regime-change model and that
of the linear model: 2 ∗ (−114.59 + 132.73) = 36.29 and is represented as
2h. This statistic has a marginal probability of 0.000006, with 7 degrees of
freedom (corresponding to the number of parameters reported in any of the
columns of Table 4). The needed correction to this probability is obtained
by adding the value of [2h(n/2)]/[ehΓ(n/2)] where 2h is the test statistic
mentioned, n is the number of degrees of freedom and Γ(.) represents the
gamma function. This correction produces an adjusted probability of 0.0002,
indicating rejection of the null hypothesis according to which the 7 additional
parameters of the model with regime changes are supposedly redundant.

17 In February 2002, sharp increases were announced in certain administered prices,
particularly for electricity. The magnitude of these increases was the primary obstacle
to achieving the year-end target for 2002 as may be inferred from the fact that, if the
increase in administered and “negotiated” prices had been 4.5 percent (i.e., the same as
the inflation target), the annual inflation in the INPC would have been 4.6 percent, instead
of 5.7 percent. See Banco de México (2003).
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Figure 4: Estimation Errors.
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We also estimated the Taylor rule with regime changes, using in the
right side of equation (5) the series BP e, BIF e and BIACe, constructed
for the two-step estimation of the previous section. The estimation results
are reported in Table 6, and the values of the parameters of interest in Table
7. Figure 5 presents the proportion of the total number of months in the
sample in which regime 1 has a probability greater than its unconditional
probability.

The results are similar to those obtained above. In Table 7, regime 2
shows less inertia in the interest rates (ρ declines from 0.77 to 0.07) and
greater impact on the interest rate resulting from the output and inflation
gaps (γ increases from 2.20 to 2.87 and β from 4.53 to 5.76). These changes
are statistically significant. Also, in regime 2 the inflation gap for the cur-
rent year is more sizable than the inflation gap for the following 12 months
(α rises from 0.45 to 0.53). Nevertheless, this increase is not statistically
significant. As in the previous estimation, regime 1 is predominant, with an
unconditional probability of 0.83. The most important difference between
the two estimations lies in the identification of the period in which regime
2 prevails, as shown in Figure 5. In this case, the occurrence of regime
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Table 6: Estimation of the monetary rule with regime changes. Using es-
timated series.

Regime j=1 Regime j=2
Estimator t-Stat. Mg. Prob. Estimator t-Stat. Mg. Prob.

a0,j 2.07 3.77 (0.000) 6.61 6.10 (0.000)
a1,j 0.77 13.18 (0.000) 0.07 0.78 (0.438)
a2,j 0.52 3.63 (0.001) 2.67 5.61 (0.000)
a3,j 1.06 3.00 (0.004) 5.36 8.45 (0.000)
a4,j 0.48 3.12 (0.003) 2.85 9.69 (0.000)
pj,j 0.89 1.37 (0.176) 0.46 0.56 (0.574)
σ2j 0.87 7.86 (0.000) 0.69 2.95 (0.004)

Log of the likelihood function: -95.405

Table 7: Parameters of the Monetary Rule. Using the estimated series.
Regime j=1 Regime j=2

ρj 0.766 0.069 ***
γj 2.202 2.870 **
βj 4.533 5.760 *
αj 0.450 0.532

2, in which money market conditions are temporarily tightened, is concen-
trated between March and May, while in the previous estimation that period
extended from March to August.
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Figure 5: Periods in which Regime 1 shows a probability greater than its
unconditional probability. Using the estimated series.
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6 Conclusions and Final Comments

Monetary policy in Mexico became the nominal anchor of the economy upon
adoption of the floating exchange rate, and it has operated within a disinfla-
tion strategy that has set increasingly strict inflation targets for the end of
each year. Achieving those targets has been fundamental to consolidating
the credibility of Banco de México.

Using the methodology of Taylor rules, this paper has shown, first, that
during the disinflation process of recent years the annual inflation targets set
for December of each year have been more important than they would have
been if monetary policy had been directed at achieving inflation targets
over moving, fixed-length time horizons. The paper has also shown that
the strongly annual focus of the inflation targets may have encouraged the
emergence of a seasonal pattern in the money market. Given the importance
of achieving the December target, the response of the interest rate to the
inflation and output gaps, and the speed of its adjustment, appear to have
been most pronounced in the middle portion of each year.

By applying the (restricted nonlinear) least squares method in two steps,
we find that, during the period under consideration (May 1997 to March
2003), the interest rate was more sensitive to variations in the inflation
gap, and it fluctuated less gradually between April and September of each
year. Moreover, the importance of the inflation gap for the current year in
determining interest rates appears to decline in the final quarter of each year
(although this result is statistically less compelling).

We also estimated monetary policy rules allowing for regime changes and
found that in recent years there has been an alternation between a regime
that might be called “basic” and another regime that is more sharply anti-
inflationary. Under this latter regime, the interest rate reacts more intensely
to changes in inflationary indicators, and the inflation gap for the current
year is more important than the inflation gap with a 12-month horizon. This
latter regime generally appeared at some time between March and August
of each year; although 2002 appears to have been somewhat atypical, since
there are signs of a tightening reaction in interest rates at the end of that
year as well.

In short, the evidence that the interest rate reaction to inflationary pres-
sures was sharper at midyear is robust in the face of changes in the estimation
method, and is unrelated to the particular dates of disturbances that might
have prompted interest rate changes.

These results, which are derived directly from the estimation of various
models using different techniques, call for some further comments. The first
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is that those results can be explained in terms of two factors that may have
generated a degree of seasonality in the determination of the short-term
interest rate, in a context where the annual inflation target for December
represents a focal point in the discussion of the economy’s performance. On
the one hand, as the year progresses we can estimate more accurately the
potential deviations from the December target, while on the other hand, the
later an action is taken in the year the lower the likelihood that the interest
rate change will contribute to achieving the target for the current year.
Consequently, the middle months of the year is the most favorable period
for changes in the interest rate to contribute to achieving the December
inflation target: for in the middle part of the year, the possible deviation of
inflation from the year-end target is better known, and there is still time to
shift monetary policy in the desired direction.

Yet, given the institutional characteristics of Mexico, we may ask to what
extent the evidence presented here might justify taking account of seasonal
changes in monetary policy. The monetary policy instrument used in the
Taylor rules presented in this paper is the Government Funding Rate, which
is determined by the overnight interbank funds market. Nevertheless, the
visible decisions regarding monetary policy in Mexico are the announced
changes in the target for banks’ current account balances, or changes in the
“short”. In this sense, for example, the models estimated here would seem
difficult to reconcile with such facts as the absence of changes in the “short”
for prolonged periods. The resolution to this apparent contradiction lies in
the fact that the interest rate is the result of monetary conditions that change
over time, and that the central bank can influence those conditions at any
moment by changing the “short”. Thus, if money market conditions are such
that a change in the “short” does not seem necessary, the central bank will
not change it, but interest rates will represent the level that the monetary
authority considers consistent with its inflation target; otherwise, it would
take action. Moreover, it is possible that the market may internalize the
central bank’s reaction function, thereby producing a change in monetary
conditions without the need for the central bank to change the level of the
“short”.

The second consideration relates to the outlook for monetary policy. It
is quite possible that the seasonality demonstrated by the money market in
recent years could disappear in the future. In the first place, the effects of
annual inflation targets have resulted from the fact that Mexico has under-
gone a gradual disinflation process during which successive annual targets
entailed additional reductions in inflation, and the central bank has had
to rebuild its inflation-fighting reputation. Yet Mexico is currently on the
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verge of steady-state inflation, and expectations are that inflation at end-
2003 will not differ by more than one percentage point from its long-term
target. Consequently, once the disinflation stage is over, the value (in terms
of the central bank’s reputation) of achieving a specific target in December
(or in any other given month) will be reduced. This situation should also
be seen in the context of the institutional change that is to occur in 2004.
After December 2003, Banco de México will abandon its practice of setting
annual targets for December, and the goal of monetary policy will be to
keep annual inflation as measured by the INPC permanently at a level of 3
percent, plus or minus one percentage point. This institutional change will
tend to eliminate the difference that has existed between the importance
attached to December’s inflation and the inflation rate for other months.

The third, and more general, consideration has to do with the lessons
that may be drawn for the conduct of monetary policy in other countries
that have adopted inflation targeting and a gradual disinflation strategy
based on the establishment of periodically observable goals. In this respect,
the most significant implication of this paper is that the monetary authority
can take fuller advantage of the conditions prevailing on the money market
at certain times of the year in order to achieve its targets. Nevertheless, it
must be recognized that this will only be possible if communication between
the central bank and money market participants is such that the latter can
internalize to a large extent both the objectives and the reaction function of
the central bank so that their participation in the market will help to create
conditions whereby the monetary authority can maximize the effectiveness
of its policy measures.
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7 Appendix

As explained in Section 2, for December of each year there is a clearly defined
annual inflation target for the INPC with a 12-month horizon, while during
the remaining 11 months of the year analysts must generate their own 12-
month inflation targets. In this paper we have adopted the convention used
by Torres (2002), and have constructed the inflation gap for the following 12
months as the difference between the expectations of private-sector analysts
surveyed by Banco de México and an inflation target that is the weighted
average of two consecutive annual targets, where the weights are the frac-
tion of each year that is covered in the 12-month horizon. In other words,
inflation targets for the period from January to November each year were
obtained by linear interpolation. In graphic terms, we joined the targets for
December of each year with straight lines.

In order to verify whether the construction of the inflation target for the
following 12 months, as described above, introduces a bias in the estimation
of monetary rules and in the seasonality they demonstrate, we constructed
an alternative series for the 12-month inflation target. That “nonlinear”
series was constructed taking into account the seasonal pattern of monthly
inflation rates up to the previous year, and the targets established for Decem-
ber of each year. Figure 6 shows the series for the linear inflation target,
and the series that takes account of the seasonality of monthly inflation
rates. As can be seen, there are some differences between the linear and the
nonlinear inflation targets. Specifically, in recent years the linear inflation
target seems to have been higher than the nonlinear inflation target during
the first half of each year, and slightly below it during the second half of the
year.

Given the differences between the linear and “nonlinear” inflation tar-
gets, the inflation gap for the following 12 months may vary depending on
the inflation target used. These differences are shown in Figure 7. As will be
seen, when the linear inflation target is higher than the “nonlinear” one, the
inflation gap for the following 12 months is lower, and if the linear inflation
target is lower than the “nonlinear” one, the inflation gap for the following
12 months is greater. This may suggest that the differences described above
could induce a bias in the estimation of the seasonality of the monetary rule.
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Figure 6: Linear and nonlinear inflation targets.
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Figure 7: Difference between inflation gaps for the following 12 months with
linear and nonlinear inflation targets.
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In estimating the monetary rule with regime changes, using the inflation
gap constructed with the “nonlinear” inflation target, we find that con-
struction of the linear inflation target does not introduce any bias in the
estimation and it is not the cause of the seasonal changes in the Taylor rule
parameters that were reported in the body of this paper.

Table 8 shows the results of estimating the monetary rule with regime
changes considering the inflation gap for the following 12 months, using the
“nonlinear” inflation target, while Table 9 shows the corresponding original
parameters of the monetary rule in each regime. Figure 8 shows the pro-
portion of the number of months in the sample in which regime 1 has a
probability greater than its unconditional probability.

The magnitude of changes in the parameters over the year are very sim-
ilar to those obtained in the original model, and the seasonality demon-
strated by the parameters of the monetary rule over the year is also very
close to that in the original estimation reported in the body of this paper.
Thus, the results verify that the construction of the linear inflation target
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Table 8: Estimation of the monetary rule with regime changes. Using the
nonlinear inflation target.

Regime j=1 Regime j=2
Estimator t-Stat. Mg Prob. Estimator t-Stat. Mg Prob.

a0,j 2.27 4.41 (0.000) 6.68 6.29 (0.000)
a1,j 0.75 14.83 (0.000) 0.10 1.05 (0.298)
a2,j 0.54 4.02 (0.000) 2.06 7.67 (0.000)
a3,j 1.08 3.43 (0.001) 5.03 10.34 (0.000)
a4,j 0.42 3.24 (0.002) 3.12 10.89 (0.000)
pj,j 0.83 1.52 (0.134) 0.46 0.49 (0.628)
σ2j 1.01 9.70 (0.000) 1.01 9.70 (0.000)

Log of the likelihood function: -115.981

Table 9: Parameters of the Monetary Rule. Using the nonlinear inflation
target.

Regime j=1 Regime j=2
ρj 0.752 0.099 ***
γj 2.177 2.285
βj 4.361 5.586 **
αj 0.389 0.621 **

for the 12-month horizon is not the source of the seasonality demonstrated
by the monetary rule parameters.

38



Figure 8: Periods in which Regime 1 shows a probability greater than its
unconditional probability. Using the nonlinear inflation target.
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